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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.
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Preface

The 5th International Conference on Artificial Intelligence in HCI (AI-HCI 2024), an
affiliated conference of the HCI International conference, aimed to bring together aca-
demics, practitioners, and students to exchange results from academic and industrial
research, as well as industrial experiences, on the use of artificial intelligence (AI)
technologies to enhance human-computer interaction (HCI).

The rapid progress of AI, witnessing advancements across numerous domains, has
transformed it from a research and academic field to a service available to the wide
public, a landmark which has been recently achieved. In this rapidly evolving con-
text, Human-Centered Artificial Intelligence has garnered the interest of researchers and
scholars, emphasizing the seamless integration of AI technologies into human activities
through well-planned design and development, and the prioritization of human values
and well-being. Submissions explored user requirements and perceptions of AI systems,
discussed evaluation aspects, and proposed frameworks to foster user participation in AI
decision-making. Furthermore, papers delved into issues related to explainability and
transparency, encompassing user studies, design principles, frameworks for explainable
AI, and approaches to explanations of neural networks. Trust in AI and ethical consid-
erations have constituted inspiring avenues of research, with contributions investigating
issues related to fair representations, bias identification, responsible AI and the role of
designers, ethical constraints, as well as trust formation and repair. Further, contributions
included in the proceedings also addressed the role of AI systems in HCI. From meth-
ods to design AI systems to the use of AI tools in design, authors have illuminated the
interplay between these two fields offering rich insights into aspects such as co-creation,
interaction design, evaluation, but also information uncertainty, human annotation, emo-
tion recognition, and gamification. Finally, numerous papers have explored application
domains within the realm of AI in HCI across various contexts, such as immersive envi-
ronments, industrial AI, e-Commerce, cultural heritage and learning. As editors of the
proceedings of AI-HCI 2024, we are proud to present this outstanding collection of
research contributions, which demonstrate the intricate interplay between AI and HCI
and how they are shaping our future technological environments.

Three volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the AI-HCI conference. The first focuses on topics related to Human-Centered Arti-
ficial Intelligence, Explainability and Transparency, and AI Systems and Frameworks
in HCI. The second focuses on topics related to Ethical Considerations and Trust in
AI, Enhancing User Experience Through AI-Driven Technologies, and AI in Industry
and Operations. Finally, the third focuses on topics related to Large Language Models
for Enhanced Interaction, Advancing Human-Robot Interaction Through AI, and AI
Applications for Social Impact and Human Wellbeing.



xiv Preface

The papers in the AI-HCI 2024 volumes were accepted for publication after a mini-
mum of two single-blind reviews from the members of the AI-HCI Program Board or,
in some cases, from members of the Program Boards of other affiliated conferences. We
would like to thank all of them for their invaluable contribution, support, and efforts.

July 2024 Helmut Degen
Stavroula Ntoa
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Qualitative User-Centered Requirements
Analysis for a Recommender System

for a Project Portfolio Platform in Higher
Education Institutions
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Abstract. The integration of digital technologies in education has led to
major changes, including the rise of project-based work. However, learn-
ers often face challenges in navigating through the abundance of available
resources. To tackle this issue, a recommender system is being designed to
support a digital project portfolio platform. The system aims to improve
transparency, networking, collaboration, and cooperation among educa-
tional stakeholders. Personalised recommendations are crucial to match
resources to individual learners’ needs, improve their experience and fos-
ter potential collaborations and entrepreneurial ideas. To achieve this
goal, understanding the learner’s requirements is essential. This study
aims to investigate the needs of students in the development of a recom-
mendation system for a project portfolio platform in education through
an extensive literature review and qualitative semi-structured interviews.
The study involved interviews with seven students from different study
programs and educational departments using pre-designed mockups and
presentation slides. The results showed that students considered the use
of a user-centred recommendation system for a project portfolio plat-
form in educational institutions to be important and valuable. Further
research could include other study programs in the qualitative survey.
The representativeness of the overall findings can then be evaluated using
quantitative methods.

Keywords: Recommender Systems · Human-Computer Interaction ·
Education

1 Introduction and Motivation

The advance of information and communication technologies has had a major
impact on education. Online education, in particular, is widely promoted and
appreciated by most learners [59,62]. By combining traditional teaching meth-
ods with Internet technology, online education overcomes the limitations of time,
space and environment of traditional education. It also enables the sharing and
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reuse of educational resources. [20,69]. Particular attention is paid to project-
based work at educational institutions. Every semester, numerous innovative ideas
and projects emerge at educational institutions, many of which remain unex-
plored. Furthermore, disciplinary boundaries are becoming blurred as research
questions can be addressed through the collaborative interaction of multiple dis-
ciplines [26,47]. As a result, learners are faced with difficulties such as information
overload and learning loss. It can be challenging for them to filter out the infor-
mation they need from the vast amount of learning resources [50]. For this reason,
the focus of personalised learning is on offering suitable learning resources that
meet the individual needs and requirements of different learners [8].

The research project IdeaLize is funded by Stiftung Innovation in der Hoch-
schullehre and tackles this issue for project based work in education by devel-
oping a digital platform to present projects, ideas, and skills in a transparent
manner, while also fostering networking and collaboration among educational
institution stakeholders. Projects can be managed in a more sustainable way,
and the resulting knowledge can be shared and easily viewed through a project
portfolio. This fosters inspiration for collaborative projects as well as initiating
startups, and provides opportunities for students and faculty to connect and
exchange ideas across locations and academic disciplines [25].

In this context, recommender systems play an important role by providing
learners with relevant resources and information. Nowadays, recommender sys-
tems have become an integral part of a person’s everyday life and support keeping
the focus on the huge amount of information [40]. Aside from common applica-
tions such as online stores or streaming services, recommender systems can also
be used in education to provide value to users [55,64]. The primary aim of recom-
mender systems is to automatically provide a precise recommendation that could
be particularly useful for the user. In this context, collaborative, content-based
or context-based filters are often used to generate recommendations. In addition,
the generation of recommendations can be personalised or non-personalised [71].
This can lead to new opportunities such as potential collaborations, the identifi-
cation of interesting inspirations, and entrepreneurial ideas [25]. As the relevance
of recommender systems increases, so does the need for research into user-centred
design and development. Furthermore, recommendations need to be provided to
the user in a way that gives them the best experience [10,18,36,45]. As a result,
user feedback plays an important role in the design and development process of
the recommender system. Studies show that it is important for the success of a
project to record and understand the project requirements right from the start
[15,44]. Moreover, the satisfaction of users is an important indicator to evaluate
the acceptance of a recommendation system, in addition to the effectiveness of
algorithms [41,66].

The study focuses on the qualitative requirements analysis of a recommen-
dation system in the educational context for project-based work, through semi-
structured interviews. Derived from this, the following research question arises:

– What student needs are important to consider when designing a recommen-
dation system?
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In detail, the following sub-questions will be answered:

– What project information is valuable to students in a condensed overview
and in a detailed view?

– What are important reasons for students, to connect with projects and indi-
viduals?

– Which interaction possibilities with projects are particularly relevant to stu-
dents?

– How do students perceive the ability to customize the recommendation algo-
rithm according to their needs?

– What criteria related to project-based recommendations are particularly
important to students?

2 Related Work

In many academic degree programs, students are assessed on their knowledge
and skills through projects. This provides students with development and man-
agement experience similar to that gained in industry. Despite their common
focus on assessing student learning outcomes, the projects are diverse and can
be categorised according to different aspects. When selecting a project, it is
important to consider factors such as potential industry players and the interac-
tion between students, the teacher, and potential companies. Additionally, the
project description is a crucial aspect [51]. The project description is one of the
most important sources of information, especially in the early stages of project
development. These are often unproven technologies, unfinished products or ser-
vices that can be better understood with the help of the project description
[49,70].The timeliness of project data is another important concern. Old project
data loses relevance and predictive power for newly created projects [70].

Research on project-based teaching [31,33,42,46,48,61,63] highlights the
benefits for both students and teachers, such as increasing teachers’ teaching skills
[42]. [33] showed the improvement of students’ reading skills with the help of
project-based teaching. There is also research on mechanisms and influencing fac-
tors in the context of project-based teaching. [21] explain important factors for
collaboration, such as the willingness to collaborate, the benefits, the collabora-
tion mechanism and the system itself. For the latter, [43] refer to specially devel-
oped software applications, so-called learning management systems, which
play an important role in achieving goals in educational institutions. On the one
hand, learning management systems offer the opportunity to exchange ideas and
information on projects and provide feedback. On the other hand, the system is
ideal for collaboration [34,43]. In addition, a high degree of personalisation is
an important component for a successful platform in the education sector. Per-
sonalisation is essential, especially in the context of e-learning structures, as the
backgrounds and needs, goals and interests, as well as the abilities and personali-
ties of the large number of learners differ [35,38]. One potential method for achiev-
ing a high level of personalisation is through the use of recommendation systems.
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[52]. Especially in the context of increasing variety, recommendation systems
become indispensable to help users navigate through the millions or billions of
content available on platforms [17]. In practice, learners may find themselves in an
interactive environment that offers a wide range of actions to take, but they often
do not have a clear view of which of these are more relevant to their own needs.
Here, we can utilise the well-established research on recommender systems. Specif-
ically, recommender systems can guide users in a personalised manner, thereby
reducing information overload [14,56]. These systems are designed to meet users’
information needs by predicting their future interests [39,57].

Recommender systems help the user to identify objects that are of particular
interest to the user from an unmanageable number of objects [71]. In general,
the use of recommender systems in education are becoming more and more
popular [9]. Fields of application are e.g. the recommendation of the appropri-
ate student learning group [55] or of specific learning content [65]. Furthermore,
recommender systems are used to support students in the subject enrollment
decision [24] and for personalized learning path [54]. Overall, the research liter-
ature on recommender systems in education dealing with technology-enhanced
learning is diverse and extensive [54].

The main categories of recommender systems include collaborative, content-
based, and hybrid recommendation methods [60]. Collaborative filtering gen-
erates recommendations based on similar users [3,4,6,58]. Content-based filter-
ing is created based on content analysis [7]. Furthermore, knowledge-based filter-
ing here focuses on domain-specific knowledge and trade-offs [3]. Hybrid filtering
can be used to minimise the weaknesses of individual recommendation methods.
In this case, two or more recommendation methods are combined with each
other [7]. Contextual filters and demographic filters have been identified in the
literature but do not apply to the research project.

A promising approach comes from the area of social media platforms. When
creating content, the focus of social media platforms is on the individual user.
Success depends largely on the constant involvement and participation of users
[12,13]. Therefore, interest-based discovery has become the key factor in the cre-
ation and distribution of new content [67]. Collaborative filtering and supervised
learning methods for predicting users’ immediate reactions to recommendations,
such as clicks, dwell time, likes, have been very successful [16,19,68].

Open areas of research concern the use of artificial intelligence in recom-
mender system algorithms to enhance the personalisation of academic choices,
and the need to account for diversity in learner profiles and characteristics [53].
Recently, there has been a trend towards interactive recommender systems.
This allows users to interact with the generated recommendation and provide
feedback that can influence the outcome in real time [2]. This approach supports
a variety of system actions, such as providing endorsements to students and pref-
erence elicitation, as well as user responses, including indirect and direct feed-
back. By enabling richer forms of mixed-mode interactions, interactive recom-
mender systems can be applied to enhance the user experience [27]. Nevertheless,
the user should not be overwhelmed with interaction options and information.
Therefore, [11] defines five triggers to control the cognitive load of users.
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3 Gaps in Literature

Significant challenges arise in the context of project work at educational institu-
tions. In particular, the interaction of all stakeholders involved: students, teach-
ing staff and possibly industry partners must be managed. In addition, a suitable
project description and ultimately also an evaluation of the project are required
[51].

In addition to the opportunities presented by content discovery through user
interactions on platforms, there are also challenges. One such challenge is cogni-
tive overload experienced by users [11,67]. This problem has been present since
the 1990s, but its significance is increasing with the growing number of users and
content being produced [22,28,37]. The heterogeneity of media content presents
an additional challenge. In addition to textual content, large amounts of data
can also be presented in the form of images, videos, or other online user traffic
data [29]. An outcome of information overload is stress, which ultimately leads
to disengagement [23].

Some platforms have implemented various interaction options, such as Face-
book’s ’Like’ function, filter options using ’hashtags’, or star ratings for products
on Amazon. These approaches have improved the recommendation system, but
they are increasingly reaching their limits. The recommendation systems’ focus
on short-term reactions, such as clicks, means that they do not take the long-term
effects into account. Additionally, the lack of exploration causes these systems
to increasingly focus on known user interests, creating a satisfaction effect. It is
important to consider the long-term impact of recommendations and to explore
new user interests to avoid creating a biased user experience [1,17].

In addition to recommendation accuracy, other factors now play a significant
role in the quality of a recommendation, contributing to the user’s overall experi-
ence on the platform [17]. [32] used various metrics to measure recommendation
quality, including reach, novelty, and serendipity. Diversity is also an important
aspect that has already been analysed by [5,30].

4 Methodology

The goal of this study is to identify the requirements for a recommendation sys-
tem in an educational environment for a project based, digital platform. To align
development and the needs of users, interviews were conducted with individuals
from the target group. For these qualitative semi-structured Interviews, students
from different study programs and backgrounds have participated in this study.

The Table 1 below presents the background information of the interviewees.
The semi-structured interviews were conducted at three locations of the uni-
vesity of Heilbronn: Heilbronn Bildungscmapus (four participants), Heilbronn
Sontheim (two participants), and Künzelsau (one particiapant). In total seven
participants took part in the study and shared their experiences and ideas for a
recommendation system in an educational environement.
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Table 1. General background information on the interviewed students.

Bachelor’s Master’s

Student Degree Degree Study program Location

1 X – Computer Science Bildungscampus

2 X – Computer Science Bildungscampus

3 X – Industrial Eng Künzelsau

4 X – Business Eng. Logistics Sontheim

5 – X Digital Transformation Bildungscampus

6 – X Business Management Bildungscampus

2 X – Software Eng Sontheim

Although five students were at bachelor’s level, the rest of the students belong
to master’s degree. All the participants have experience in project work in edu-
cation at different levels of intensity.

The interview questions were based on mockups and presentation slides pre-
pared in advance. The scenarios presented required the students to put them-
selves in a particular situation in order to answer the questions. The students
were introduced to the concept of the project portfolio platform to be developed
and were shown mockups of the platform’s login process as an introduction to
the interview. During the test scenarios they were asked about the topics of:

1. Project information in preview and detailed view
2. Connecting with people and projects
3. Interactions
4. Personal recommendations

The first area regarding the project information consisted of two steps.
Firstly, open-ended questions were asked without any pre-given examples. Sec-
ondly, the interviewer presented brainstormed information from the development
team, which was openly discussed with the interviewees. The remaining areas
of the interview consisted of an initial scenario combined with the question the
students needed to answer along with their experiences and expectations. The
interviews were transcribed, paraphrased, and then categorized and evaluated
using an inductive approach.

5 Object of Investigation

The focus of the research was the development of an open innovation university
platform for students, lecturers, and employees. This platform has the aim to
connect the members of different locations and study programs to enhance inter-
disciplinary work and make projects more visible. Project work is an essential
part of universities of applied sciences and is often limited to the period of one
semester.
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6 Results

6.1 Project Overview and Detailed Information

The first goal of the interviews was to identify the needed project information for
the project overview and the detailed page that is needed to give more insight to
the students. If the platform provides relevant information to the students, the
platform could be used as an overview of existing projects. The students were
asked about the needed information to catch their interests.

Title of the Project. All interviewees considered the project title to be a
standard feature, and some even didn’t mention it. They confirmed that this
information is so normal to them that they couldn’t think of a project without
knowing the title. Two of them who came up with this by themselves put focus
on the importance of a good chosen title. They pointed out the relevance of a
title that is short and meaningful to catch the interest for the project.

Project Image. The statements of the interviewees for visual representation of
the projects were ambivalent. Although the relevance of an image for drawing
attention to the projects was mentioned, there were doubts as to whether there
would be enough interesting visual material available for the type of student and
research projects, which are often technically related. The fear was also expressed
that similar images of computers and software code would always be used for
similar projects, e.g. in computer science.

Categorization. Based on the responses of the students interviewed, thematic
allocation is one of the most important factors. This could be done, for instance,
by assigning overarching subject areas, e.g. technology, economics, computer
science, ... or, more specifically, by specifying the individual study programs and
their overlapping subject areas, e.g. business informatics in combination with
computer science and business administration. The assignment must be easy to
understand, e.g. by using clear symbols, so as not to distract from the actual
topic. It is particularly important for the project creator to assign the project
to students who have specialist knowledge in the field and can therefore provide
qualified help and constructive feedback better than someone not specialized in
the field.

Status and Progress. Additionally, there were several requests to display
an overview of the project’s progress. The importance of this information was
explained as follows: when considering joining a project, the project’s status is
a decisive factor. It is not sufficient to only seek support in the early stages; it is
necessary to know which phase the project is in, to better assess both motivation
and effort. Furthermore, for more advanced projects, they can serve as inspira-
tion, while for projects at a similar stage, exchanging experiences with like-
minded individuals was mentioned as an advantage. In conclusion, the emphasis
appears to be on the status information rather than a particular development
phase.
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Others. Some Elements that are known from other platforms were mentioned
by single persons and could be interesting for specific use cases. For example, the
amount of time that needs to be spent to read the full amount of information.
This feature could be known mostly from newspaper, blog or article websites
and apps. Another single mentioned information is the number of team mem-
bers that are participating in the project. There were differing opinions regarding
the rating, the advantage was mentioned that a rating by professors is suitable
as an indicator of the quality of the project. Chapter 6.3 summarizes addi-
tional findings on the topic of interaction. In general, the students agreed that
the presentation should be well-structured and concise. The preview is meant
to generate interest based on thematic connections rather than the number of
interactions.

Additional Information on the Detailed Project View. All intervie-
wees agreed that a project description is particularly important when a user
decides to open a project for more details after showing initial interest from the
overview page. After visiting the homepage, users expressed curiosity about vari-
ous aspects of the project, such as its problem statement, purpose, and intended
outcomes. It was agreed that the project description should provide a clear
and concise summary that introduces the user to the topic without conceal-
ing the complexity of the issue. If the project owners intend to seek assistance
from others, it is important to clearly define the necessary skills and experi-
ence required for the helper. The familiar forms of a project flyer or abstract
were mentioned here. Two interviewees drew a comparison with the information
that would typically be included in project documentation, such as the project
period, semester, supervising lecturer, and team members involved.
Additionally, two interviewees expressed the desire for a project or milestone
plan as supplementary information. They believe that the viewer should be able
to understand the current status and get access to new updates. The interest in
a project status already mentioned in the first part is mentioned again here. To
make it easier for interested individuals to engage with the topic without having
to read the entire project documentation, it was suggested by one interviewee
to include relevant literature.

6.2 Connecting People and Projects

The second objective was to find out what opportunities arise from linking people
and projects. In particular, the focus was on the additional information that
students need to see the benefits of such connections. During the interviews,
a distinction was made between networking with other people and networking
with other projects.

People to People. Various points were mentioned for connecting with other
people. With regard to the platform presented in the context of the university,
the opportunity to find out about the skills and knowledge of other students
was mentioned, among other things. As motivation, the interviewees stated, for
example, that this would give them an impression of their own abilities in relation
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to job hunting or to find out about skills learned in related degree programs.
These statements can be summarized under the interest in assessing one’s own
competitiveness. In addition, visiting another user’s profile was motivated by an
interest in the projects created by this person. Overall, the interest in matching
and finding other projects was rated higher than matching with people. One
reason for this was the existence of other platforms such as LinkedIn that fulfill
this need. However, contact with other people on the platform was considered
important when it came to collaborating on a project. When collaborating with
others, easy and quick networking and contact with other project members was
mentioned as a crucial point.

People to Projects. The statements made in relation to projects can be
broadly categorised into three areas. Some mentions relate to the thematic con-
nection between the projects and the user’s own study and project interests.
The following points were listed as relevant here. The interest in the litera-
ture used in similar projects, the opportunity to gain new perspectives on the
topic dealt with, and the exchange between these projects to learn something
for one’s project or approach. The main motivation for networking with other
projects was mainly due to the added value for their work or learning new skills.
Even if the interviewees considered collaboration on other projects to be rather
unrealistic due to a lack of time, they named the following points as particularly
relevant in the event of collaboration. Get to know the team before starting
the content-related collaboration and the possibility to contact them easily and
quickly during the collaboration.

6.3 Interaction

The aim of the Interaction category was to determine the advantages and dis-
advantages associated with different types of interaction, as well as identifying
any existing preferences. In general, the Inteviewpartners mentioned that the
interviewees stated that their interest in a project would not be affected by the
amount of interaction, regardless of whether the project topic was relevant to
them or not.

Rating. Various aspects were evaluated using a star rating system. Students find
this method familiar and easy to understand. However, doubts were raised about
the assumption that the person awarding the stars had thoroughly reviewed the
project. Project ratings are often criticised for being subjective and lacking in
detail. They provide little information about the quality of the project and are
typically limited to either very good or very bad ratings. To improve differentia-
tion, evaluations could be separated by groups such as professors and students,
or people from within and outside the department.

Comments. The students saw a particular advantage in the combination of rat-
ings and comments. By giving reasons for the evaluation, it is significantly more
relevant than without reasons. Comments were seen as irrelevant to connect-
ing with projects. To provide truly relevant feedback on the projects, students
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face the issue that the projects are only presented as an overview, lacking the
necessary details for meaningful feedback.

Likes. In contrast to star ratings, likes are considered to be a personal opinion
rather than an assessment of the quality of the projects. Awarding likes is simple
and corresponds to common patterns in social media. The use of different emojis
as ratings was perceived as simple but not essential.

Views. Showing the amount of views, was not important at all.

6.4 Personal Recommendation

The final section addresses two main topics: the students’ preferred recommen-
dation metrics and their individual influence on the recommendation algorithm.
Prioritising the relevance and diversity of recommendations for students is an
essential factor. It is important to have a balanced mix of relevant projects
based on individual interests and abilities, as well as diverse projects in related
areas of interest. Additionally, it should be possible to remove unwanted recom-
mendations. This leads to the second aspect of influencing the recommendation
algorithm. In general, students should be able to customise the recommendation
algorithm according to their preferences and ideas. The option for students to
provide positive feedback for interesting projects via a ’Like’ function is con-
sidered very useful. It is important to distinguish clearly between the ’Like’
and comment functions, which should relate to the respective project and not
to the recommendation algorithm. If a student is consistently given uninterest-
ing assignments, they should have the option to provide feedback through a
Like/Dislike button. This action should permanently remove the project from
the recommendations.

7 Discussion and Critical Appraisal

All interviewees had a positive attitude towards the use of a recommendation
system for the project portfolio platform in order to avoid losing track of the
mass of projects in the university environment.

The results of the study highlight the importance of providing a project
overview and detailed information to students when presenting projects on
educational platforms. The findings suggest that students value key elements
such as project title, categorization, as well as the status and progress updates,
and additional information in the project overview. The respondents’ statements
on the visual presentation of the projects were ambiguous and were critically
analysed. One key aspect identified in the study is the significance of a well-
chosen project title. Students emphasized the importance of a title that is short
and meaningful to capture their interest in a project. In line with the statements
from the literature [49,51,70] on project description, students want in the detail
project view a clear and concise description. This is crucial for users who want
more detailed information after the initial expression of interest, such as the
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problem, the purpose and the results. Furthermore, the project period, semester,
etc. were occasionally mentioned by students, which according to [70] are also
important.

Moreover, networking with other students can be useful for them for a
number of reasons. One significant reason is to evaluate their own competitive-
ness by learning about the skills and knowledge of other students. Additionally,
networking allows students to discover the projects of others and potentially
collaborate on them. When it comes to collaboration, students value the conve-
nience and speed of getting in touch with project members. When it comes to
networking among students and projects, other aspects play an important
role. One important reason is to establish thematic connections between their
own study and project interests. This allows them to explore the literature used
in similar projects and gain new perspectives on the topic at hand. Networking
with other projects also provides an opportunity for students to exchange ideas
and learn from each other, ultimately adding value to their own work and facil-
itating the acquisition of new skills. Although collaboration on other projects
may be difficult due to time constraints, students appreciate the opportunity
to become acquainted with project teams before collaborating and to maintain
open communication throughout the collaborative process. The findings iden-
tified from networking from person to person and from person to project lead
to the conclusion that the use of an learning management systems is suitable
for the exchange of ideas and information. It also offers the ideal conditions for
collaboration [34,43].

Furthermore, the results also revealed preferred interaction options that
are most relevant for students. Students consider interaction opportunities with
projects to be particularly important for receiving feedback and evaluations.
While star ratings are familiar [1], there are concerns about their depth of
review and subjectivity. To enhance feedback quality, combining ratings with
comments is seen as advantageous. The Like function is an integral part of
many social media platforms [17]. From the findings of the study, it is clear that
likes are not a desirable way for students to interact with a portfolio platform.
Likes are seen by students as less informative for evaluating project quality than
comments. Students appreciate receiving detailed feedback mechanisms that go
beyond superficial ratings or views when interacting with projects.

The study also provided insightful findings with regard to personalized rec-
ommendations. Students perceive the ability to customize the recommendation
algorithm to their needs as crucial for receiving relevant and diverse project rec-
ommendations. They prioritize the relevance and diversity of recommendations,
seeking a balanced mix of projects aligned with their interests and abilities, as
well as exposure to diverse projects in related areas. In contrast to traditional
evaluation methods, such as the Accuracy Score, students prefer other factors,
such as diversity [5,17,30]. The option to remove unwanted recommendations is
essential for refining the selection process. Criteria related to project-based rec-
ommendations that are particularly important to students include the ability to
provide feedback through like/dislike buttons, ensuring that they can influence
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the algorithm based on their preferences and interests. In comparison with cur-
rent research, the trend can be confirmed that a high degree of personalization
is desired and required [35,38].

Fundamentally, some critical aspects must be outlined in the context of this
scientific work. Most interviewees were from the technology-oriented courses and
based at the two university campuses in Heilbronn. To ensure the study’s signifi-
cance, it is important to provide all students from different study programs with
an opportunity to express their opinions. Furthermore, a follow-up study must
significantly increase the number of respondents to make a representative state-
ment on the requirements for a recommendation system for a project portfolio
platform.

8 Conclusion and Outlook

This article investigates students’ requirements for a recommendation system
for a project portfolio platform in the education sector. The goal is to identify
the needs of students, as these form the foundation for the development of a
recommendation system. The data was collected through semi-structured inter-
views with seven students from the University of Heilbronn. All participants had
experience with project work at universities with different approaches due to the
different degree programs and the different locations of the university.

The results showed that all interviewees consider the use of a recommen-
dation system for a project portfolio platform at educational institutions to be
important and valuable. A meaningful title and categorisation are essential for
arousing interest in the project overview. In the detailed view, the main focus
should be on the project description. Furthermore, the results provide impor-
tant insights into the reasons why students consider networking with projects
and people important. In addition to a high degree of personalisation, the results
showed that a combination of rating and comments is desired in terms of the
preferred interaction option.

This study focuses on student needs regarding a recommender system for a
poject portfolio platform in an educational environement. It would be beneficial
to extend the study to other study programs and universities and to explore
how the results can be transferred to a recommendation system for a project
portfolio platform.

The interviews covered the perspective of the students and collected their
experiences and learnings. The next steps will be to quantitatively evaluate the
findings from the interviews. In addition, it would be useful to gather informa-
tion from the perspective of teachers and cooperating companies to get a more
comprehensive picture.
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Abstract. The integration of artificial intelligence (AI) into daily life, particularly
in the form of generative and conversational AI, has become a reality accessible
to everyone. This article evaluates the use of voicebots, which are chatbots with
vocal interfaces, as educational tools to enhance conversational skills in adult
education. The assessment considers their impact on the learning experience and
their effects on conversation-related anxiety. Two interfaces of interaction with AI
voice bots are tested: immersive virtual reality avatars and voice bots integrated
in ChatGPT. The results indicate that both AI-integrated voicebots are effective
for language learning without dedicated tools due to their adaptability and AI
features. Users demonstrate awillingness for self-directed learning and confidence
in technology’s efficacy. Particularly combining voicebots with immersive virtual
reality shows promising results, even if further longitudinal studies are needed.

Keywords: Education · Artificial Intelligence · Conversational skills · Foreign
Languages skills

1 Introduction

Last year’s technology revolution was characterized by the introduction of artificial
intelligence (AI) into everyday life [1]. This technology simulates human intelligence
in machines and encompasses a broad range of approaches and tools, such as neural
networking, natural language processing, and computer vision. Two main types of AI
are being developed: narrow AI and general AI [2]. While the narrow AI is designed to
perform specific task and it is coming of everyday use as for example as voice assistance
such as “Siri”or like image recognition AI such as those used in security systems to track
individuals, General AI (also known as Artificial General Intelligence - AGI) is jet in
developing. AGI refers to systems that can understand, learn, and apply knowledge to
various tasks inmachine learning, cognitive science, neuroscience, and philosophy. GPT
is a tool developed by OpenAI that enables the understanding and generation of human-
like conversations and is probably one of the most well-known forms of AI narrow.
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Since becoming available to the public, ChatGPT has demonstrated its applicability to
the field of education. The authors in [3] conducted research investigating the potential
advantages of ChatGPT in improving student learning and facilitating teaching tasks.
In the context of language teaching and learning, several studies such as [4] and [5]
investigated the potential applications of ChatGPT. Furthermore, Firat in [6] emphasizes
that voice-bot chat, equipped with artificial intelligence like that in ChatGPT, can also
enhance auto-didactic learning due to its accessibility and affordability. The aim of our
pilot study is to investigate people’s perception of the usefulness of this technology in
their self-directed foreign language learning. Our main focus is on two aspects:

• Perception of usability and usefulness of the use of ChatGPT in adult language
learning;

• The different perceptions of usefulness and usability based on different ways of
interacting with the voice bot (smartphone and immersive virtual reality)

To achieve our objectives, we will conduct a study in two phases. The first phase
consists of a scenario in which subjects are exposed to a simulation of a conversation in
English (a foreign language for the participants) with the ChatGPT voice bot. Two types
of modalities of the voice bot are tested: in the first group, the experience takes place in
an immersive virtual reality application and the interaction with ChatGPT is mediated
by an avatar. In the second group, the interaction with the voice bot is mediated by the
ChatGPT application on the smartphone, and the interaction is only vocal and doesn’t
involve other senses besides the visual. The second phase consists of the administration
of a questionnaire to obtain the subject’s opinion on the experience with the voice bot.
A large sample design is projected on the basis of our first exploration.

2 Related Works

In last the years numerous evidence showed the potential of the application of Virtual
Reality (VR) and AI in educational filed [3; 7; 8; 9; 20]. The researchers in [10] have
provided insights into the acceptability of VR for educational purposes among high
school teachers in Italy, suggesting its potential as a powerful tool for student devel-
opment. This technology has also significantly transformed the way individuals learn
foreign languages. In [11], the researchers conducted a study on the effectiveness of
a generative model-based conversational agent in supporting students learning English
as a second language (ESL). They found that the agent was able to understand stu-
dents’ questions and provide appropriate and relevant responses, leading to improved
language proficiency. The AI-driven technology behind voice-bots enables people to
provide instant feedback on pronunciation, grammar, and vocabulary usage and helping
learners to improve their language skills in real time. One of the key advantages of using
voice-bots for language learning is the ability to customize the experience to the learner’s
level and their pace. This personalized approach can enhance motivation and engage-
ment, making the language learning process more enjoyable and effective [12-14]. AI
voice-bots can offer a wide range of language learning resources, including vocabulary
drills, cultural insights, and interactive scenarios that simulate real-life conversations.
Baidoo-Anu and Ansah in [15] summarized the characteristics of ChatGPT and other
AI tools in relation to their application in education as follows:
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Personalized Tutoring: ChatGPT can be used to provide personalized tutoring and
feedback to students based on their individual learning needs and progresses;

• Automated Essay Grading: ChatGPT can be trained to grade student essays;
• Language Translation: ChatGPT can be used to translate educational materials into

different languages, making them more accessible to a wider audience;
• Interactive Learning: ChatGPT can be used to create interactive learning experiences

where students can interact with a virtual tutor in a conversational manner;
• Adaptive Learning: ChatGPT can be used to create adaptive learning systems that

adjust their teaching methods based on a student’s progress and performance.

Engaging in conversations with a voice-bot, language learners can practice speaking
and listening in a more natural and interactive way [16].

3 Methods

In this section we present: the scenario designed for our study, the design and the tools
used for interaction of participants with AI and the questionnaire acquiring the subjects’
opinion used to.

3.1 Participants

A total of 25 people aged between 23 and 50 are recruited for the study. One participant
is excluded from the sample because he doesn’t complete the questionnaire. Three are
excluded from the first sample because their English is too poor to support a conversation
with the AI. In total, 21 subjects meet all the criteria. The sample is divided into two
groups: Group 1 (G1) consists of 11 subjects, 5 males and 5 females, with a mean age
of 31 (ranging from 23 to 42 years old). Group 2 (G2) is composed of 10 subjects, 3
males and 7 females, with an average age of 31.8 (ranging from 25 to 50 years old). The
study adhered to ethical standards for research involving human participants as required
by the institution Table 1.

Table 1. Characteristics of the participants in the sample.

N M F MA SD

G1 11 5 5 31 5,8

G2 10 3 7 31,8 7,3

Inclusion Criteria. The inclusion criteria are as follows: A) Possessing a minimum
level of english-speaking competency (A2 or higher); B) being between the ages of 20
and 50.
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Exclusion Criteria. To adhere to the standards of our research, we excluded individ-
uals who do not speak english or have low speaking competencies, those with evident
cognitive or psychiatric illness, and those lacking effective communication skills or the
ability to engage in basic interactions. This decision is based on the study’s assessment
methods, which require a specific level of fundamental communication.

3.2 Experimental Design

A scenario is designed and implemented in order to experienced subjects with AI. Both
groups are exposed to two different phases: the phase 1 is the experience with AI and
the second one consists of the self-administration of questionnaire. Particularly G1 fol-
low “Immersive VR experience with AI” while G2 follow the condition “AI App on a
Smartphone”. The following sub-sections describe the tools, scenario, and questionnaire
used, while the ‘Procedures’ subsection describes the entire process and conditions.

3.3 Tools

For our aims we used two applications Virtual Speech and ChatGPT respectively down-
load on a Meta Oculus Quest 2 and iPhone XR. Finally, a questionnaire is developed
starting from [10] and Google Forms is used for the administration. All the tools are
described below:

Virtual Speech1. This software application utilizes virtual reality (VR) technologies
to simulate public speaking scenarios for users. Virtual Speech is designed to help
individuals practice and improve their communication and public speaking skills in a
virtual environment. Among the spaces and the training of the app, we use the section
“Role-play with AI”.

ChatGPT2. ChatGPT is a free-to-use AI system developed by Open AI. We use it
for engaging conversations, gain insights, Automate tasks. Several modalities to interact
with the AI is available on ChatGPT, in our study we use the voice-bot. Trought Voice
the user can get in conversation with the AI with own Smartphone, and the AI get back
vocal response to user.

Meta Oculus Quest 23. The Quest 2 is a virtual reality (VR) head-mounted device
designed to offer virtual reality experiences to the subject. Meta Quest 2 is equipped with
a stereoscopic display, delivering separate images to each eye, stereo sound, and sensors
like accelerometers and gyroscopes. These sensors track the user’s head movements,
aligning the virtual camera’s orientation with the user’s eye positions in the real world.

Smartphone iPhone XR. The iPhone XR is a smartphone developed by Apple Inc.
The device runs on Apple’s iOS operating system. Among the phone features the audio
ones are stereo speakers with wider stereo sound.

Questionnaire. We used a modified version of the TAM questionnaire based on [10].
We have further modified the questionnaire to evaluate the user’s experience when inter-
acting with the AI. The questionnaire consists of 24 items rated on a 5-point Likert scale.

1 https://virtualspeech.com/
2 https://chat.openai.com/
3 https://www.meta.com/it/en/quest/products/quest-2/tech-specs/

https://virtualspeech.com/
https://chat.openai.com/
https://www.meta.com/it/en/quest/products/quest-2/tech-specs/
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According to [17], using a 5-point Likert scale can improve response rates and quality
while reducing respondent frustration. The data was reorganized into five scales: the
intention of technology use (IU), perceived usefulness (PU), perceived ease of use (EU),
engagement in technology use (EN). Comfort in Interaction (CI) was added to carry out
the study. The questionnaire items are shown in Table 2. The Perceived Ease of Use
(EU) subscale consists of 4 items and measures the degree to which a person believes
that using a particular system would be effortless [18]. The PU subscale, consisting of
7 items, measures the subject’s perception of the usefulness of the voice-bot in improv-
ing their English skills. The EN subscale comprises six items that assess the subject’s
engagement with the technology. The IU subscale, on the other hand, assesses the sub-
ject’s intention to use the technology and the potential to promote it to other customers,
and is composed of two items. A 4-item CI Scale has been added to investigate the level
of comfort experienced during interactions with technology. An open-ended question
has been added to gather opinions on advice and limitations. All Likert-scale questions
require a response, while the open-ended question is optional.

3.4 Procedures

After recruitment, participants are invited to read and accept the conditions of the exper-
iment. They are required to participate in an initial training session with one of two tech-
nologies: ChatGPT or immersive VR. Following this, they will be asked to anonymously
complete a questionnaire. The study is conducted in a psychological office.

• Phase one: participants are invited to interact with AI voice-bot. The time for inter-
action lasts 10 min and consists of a conversation with AI following a scenario set in
a restaurant.

Before beginning the conversation trial, participants are given explanations on the
use of the technology, including the VR headset and ChatGPT. They are then given ten
minutes to interact with the technologies and ask any questions to the experimenters.
Following this, they are instructed to begin the conversation according to the provided
description. Once the conversation begins, the experimenter leaves the room, and the
participants interact with the AI alone.

Participants in group 1 (G1) are instructed to wear a virtual reality (VR) headset
and practice using it. The training covers how to move within the virtual space and
interactwith virtual objects. Following this, participants are invited to enter the ‘Roleplay
with AI’ section of the Virtual Speech program. They are then instructed to begin the
interaction by selecting the ‘Café Roleplay’ option. As type of input is chosen “Auto
Audio”, in this way the conversational turn is similar to ChatGPT ones. At the end “Free-
flowing conversation” modalities guide the style of conversation between subject and
AI Avatar. At the end, the participant is instructed to say “Hello [Name of the Avatar
as shown in the scenario], can we simulate a conversation at a restaurant, where I am
the customer, and you are the host?” If the AI responds positively to the participants,
the experimenter leaves the room, and the participants are left alone. The AI avatar
simulation lasts an average of 8.75 min.
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Table 2. Item modified Questionnaire.

Cod Description N G1 G2

EU1 Communicating with the voice-bot is easy 21 11 10

CI1 Even if I feel confident when speaking a foreign language, I feel anxious
about it

21 11 10

PU1 Using the voice-bot helps to practice my English more quickly than before 21 11 10

EN1 The application makes learning and practice more interesting 21 11 10

IU1 I would like to practice a foreign language with the AI-empowered
voice-bot

21 11 10

EU2 Focusing attention on the didactic task is easy 21 11 10

CI2 I get nervous and confused when I am speaking to AI 21 11 10

EN2 The voice-bot increases my attention to specific words in the given context
than before

21 11 10

EN3 I like interacting with the voice-bot to practice English 21 11 10

IU2 I would recommend colleagues try AI-empowered voice-bot technology to
practice a foreign language

21 11 10

EU3 Interacting with the voice-bot interface is easy 21 11 10

CI3 I feel quite sure of myself when I am speaking in foreign languages 21 11 10

PU2 After using the voice-bot, I believe that I could get better results in a test
than before

21 11 10

EU4 Overall, I find it easy to use the voice-bot 21 11 10

PU3 After using the voice-bot, I have learned more words on the given topic
than before

21 11 10

EN4 Overall, I enjoy using the voice-bot 21 11 10

PU4 The application helped me to speak more fluently on the given topic than
before

21 11 10

EN5 Overall, I think that the voice-bot is exciting 21 11 10

CI4 I am confortable when I use VR technology to interact with voice-bot 21 11 10

PU5 The application makes English learning easier than before 21 11 10

CI5 I am not so worried when I don’t understand what AI is saying in foreign
language

21 11 10

PU6 Overall, I find the application useful for practice and learning English 21 11 10

EN6 Performing the exercises is captivating 21 11 10

PU7 How useful do you think the experience you just had can be in improving
your level of English?

21 11 10

G2 participants are invited to open the application on their smartphone and activate
the voice-bot. They can interact with the app for 10 min and ask questions to the exper-
imenters if needed. At the end of this time, the experimenter instructs the subject to
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say to ChatGPT, ‘Hello, can we simulate a conversation at a restaurant where I am the
customer, and you are the host?’ When the AI responds positively to participants, the
experimenter leaves the room and the participants remain alone Table 3.

Table 3. Conversational Scenario durations means.

Scenario 1 Mean of Duration

G1 Restaurant 8,75

G2 Restaurant 7.09

• Phase 2: Following the conversation with the AI voice-bot, participants from both
groups are invited to respond to a questionnaire. Once they have completed the sim-
ulation with the application, they can contact an experimenter who will provide them
with a QR code that grants access to the Google modules link. The experimenter will
then leave the room until the participant submits the questionnaire.

4 Results

All participants completed the Likert-scale questions of the questionnaire, resulting in a
total of 504 responses. Additionally, 7 participants responded to open-ended questions.
The results of the questionnaires are presented in Table 4, which shows the mean (M),
standarddeviations (SD), and coefficients of variation (CVs). Thefirst columnof the table
displays an alphanumeric code used to identify the items. The second column provides
a description of each item, while the third column shows the mean. The last column
reports the coefficients of variation. Upon initial analysis of the data, the results indicate
a positive impact of technology on the majority of participants. For the commentary on
the results, we have separately analyzed the scales related to the Technology Acceptance
Model [19] and the scale related to the feeling of interaction with AI. In this first part,
we present the results of groups G1 and G2 on the scales of EU, PU, EN, and IU, and
then we discuss the CI scale. The scores of all items related to the intention of use
have a mean of more than 4.00 in both groups, indicating that all participants agree on
the availability of using AI voice-bots to improve their English skills. The mean scores
of Group 1 indicate a positive impact on ease of use (EU), perceived usefulness (PU),
and engagement (EN). The low coefficients of variation in all items on these scales
demonstrate good agreement among participants of G1. As for example the item PU2
After using the voice-bot, I believe that I could get better results in a test than before
has a mean score of 4,09 with a CV of 0,07 or EN1 The application makes learning and
practice more interesting where the mean is of 4,64 on 5.00 and a CV of 0,11. The main
degree of discordance in group 2 registered is on item EN2 The voice-bot increases my
attention to specific words in the given context than before (M = 3,64; CV = 0,28).
Regarding G2 scores, there is more deviation among participants, although the scores
of the items related to the four TAM scales are mostly above 4.00 for Engagement,
indicating that participants in Group 2 also enjoy interacting with AI through ChatGPT
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and find it interesting. However, unlike G1, a coefficient of variation greater than 0.30
is recorded for items EN1, EN2, PU2, PU3, PU4, PU7, indicating more disagreement
among participants Except for item EN1, all items where the correlation is weaker (from
0.31 to 0.37) have an average score between 3.60 and 4.00. The most accordance in G2
is registred in item EN6 Performing the exercises is captivating with a mean of 4.30 and
a CV of 0.16.

At the end the CI scale includes several items that measure the feeling of confidence
and comfort in interaction with AI. The scale also investigated the participants’ level
of anxiety in speaking foreign language interacting with AI. The scores on this scale
show the higher degree of discordance between participants in both group, indicating that
individual psychological factor have a greater impact on these items than the structure of
technology itself. Particularly an high disagreement is registered for both group on items
C1 Even if I feel confident when speaking a foreign language, I feel anxious about it, C2
I get nervous and confused when I am speaking to AI and C3 I feel quite sure of myself
when I am speaking in foreign languages. Regarding item C1, individual variables could
lead to subjective anxiety, whereas C3 may be more associated with the participants’
levels of proficiency in English.

Only item CI4 registers a good coefficient of variation in both groups (0.17 for G1
and 0.23 for G2), indicating a comfortable feeling when using AI technology, whether
interacting with a VR Avatar (M = 4.09) or ChatGPT (M = 3.60).

Qualitative analysis of responses to open-ended questions suggests that AI voicebots
have a positive impact on the participants. Participants viewed their interaction with AI
voice-bots as a valuable and enriching experience.

I think it is a very useful tool for improving my English, I have never think to use
ChatGPT in this way!

This underlines the importance of regular training and highlights how voice bots
make it possible. As a criticism, participants found the same difficulties in fluency of
conversation when something starts to be misunderstood, both in immersive VR and
ChatGPT.

When I didn’t understand the question, Ai doesn’t reformulate it for me using simpler
vocabulary and I have no way of knowing the meaning of unknown vocabulary.

Suddenly, he started speaking to me in Italian on his own initiative. I asked him to
speak in English.

Open-ended questions also raise the importance of receiving feedback from voice
bots about errors or corrections in grammar or pronunciation, as well as dual audio and
visual output.

It might be useful for you to show me the question in writing and highlight any
unfamiliar vocabulary so that I can learn it. I would also like you to help me with
my pronunciation by correcting me and possibly rephrasing my sentence in a more
grammatically correct or friendly language.
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Table 4. Results.

Cod G1 G2

M SD CVs M SD CVs

EU1 3,91 0,70 0,18 3,60 0,84 0,23

EU2 4,18 0,60 0,14 3,80 1,03 0,27

EU3 3,91 0,94 0,24 3,70 0,95 0,26

EU4 4,36 0,81 0,19 4,10 1,20 0,29

EN1 4,64 0,50 0,11 4,00 1,25 0,31

EN2 3,64 1,03 0,28 3,60 1,26 0,35

EN3 4,27 0,79 0,18 4,20 0,92 0,22

EN4 4,27 0,65 0,15 4,00 1,05 0,26

EN5 4,09 1,04 0,26 3,80 1,03 0,27

EN6 4,27 0,79 0,18 4,30 0,67 0,16

IU1 4,18 0,75 0,18 4,20 0,92 0,22

IU2 4,55 0,52 0,11 4,00 1,05 0,26

PU1 4,18 0,60 0,14 4,20 0,92 0,22

PU2 4,09 0,30 0,07 3,80 1,23 0,32

PU3 3,64 0,92 0,25 3,70 1,25 0,34

PU4 4,00 0,63 0,16 3,70 1,16 0,31

PU5 4,00 0,77 0,19 3,70 0,82 0,22

PU6 4,64 0,50 0,11 4,10 0,88 0,21

PU7 4,18 0,60 0,14 3,80 1,40 0,37

CI1 2,91 1,38 0,47 3,50 1,18 0,34

CI2 2,00 1,26 0,63 2,60 1,58 0,61

CI3 3,27 1,01 0,31 2,90 1,37 0,47

CI4 4,09 0,70 0,17 3,60 0,84 0,23

CI5 3,73 1,49 0,40 3,80 0,63 0,17

5 Conclusions

The study indicates that voice-bots integrated with artificial intelligence can be effective
tools for improving foreign language skills, even without specific learning tools. The
versatility of voice-bots in providing interactive and engaging conversational experi-
ences highlights their potential to enhance language acquisition. Although not reliant on
dedicated learning tools, the adaptability andAI capabilities of these tools contribute to a
positive perception of their effectiveness in supporting language learning efforts. Future
research should investigate AI voice-bots equipped with specific learning tools for for-
eign languages, as individuals have demonstrated a willingness to adopt this technology



Examining User Perceptions to Vocal Interaction with AI 29

as a valuable aid for self-directed learning. The use of technological tools demonstrates
an increasing awareness of their potential to aid self-directed learning. The user’s trust
in the efficacy of the technology is evident in their independent use of these resources.
This study investigates the perceived effectiveness of improving conversational skills
in individuals with intermediate-level English proficiency, in terms of improvement in
basic grammar and syntax to those aiming to enhance conversational fluency or engage
in technical language conversations. It would be interesting to expand this investiga-
tion to students with different levels of proficiency. The study found that using an AI
voice bot and immersive virtual reality together resulted in slightly better outcomes.
This improvement may be due to the more interactive nature of the avatar compared
to the voice-bot on a smartphone. However, this is only a pilot study, and due to the
small sample size, a significant comparison of the data between the two groups could
not be made. Therefore, only descriptive analysis can be conducted. Further research,
including controlled trials, is required to validate these findings and provide more com-
prehensive insights into the observed trends. The data suggests that subjects who have
undergone immersive virtual reality experiences may have a heightened perception of
experience. However, due to the limited sample size, statistical comparison of the data
was not possible. Future applications will be speculated upon with larger sample sizes
to achieve greater statistical stability of the data and to analyze any potential differences
more thoroughly.
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Abstract. This paper evaluates the impact of generative artificial intel-
ligence (AI) on software design and engineering through a user-centered
approach. The integration of generative AI tools in software development
processes is scrutinized across various phases, from ideation to deploy-
ment. By conducting a literature review and a preliminary evaluation
with 18 students, this study identifies critical tasks within the software
development life cycle where generative AI tools can enhance produc-
tivity and creativity. The paper outlines the potential of generative AI
to expedite tasks like code completion, prototype design, requirements
validation, and documentation, thereby potentially transforming soft-
ware engineering practices. It emphasizes a user-centered perspective,
assessing tools based on criteria such as usability, effectiveness, and inte-
gration within existing workflows. Furthermore, the study highlights the
importance of human-AI collaboration, suggesting that while generative
AI can significantly support software development tasks, human over-
sight and critical evaluation of AI-generated outputs remain essential.
This research contributes to understanding how generative AI tools can
be effectively integrated into software development processes, offering
insights into the benefits and challenges of these emerging technologies
from a user-centric viewpoint.

Keywords: Generative Artificial Intelligence · Software Engineering ·
User-Centered Artificial Intelligence · Design Thinking

1 Introduction

The recent progress in generative artificial intelligence (AI) tools has motivated
researchers to investigate the productivity of these tools among different disci-
plines and question how they would affect how people will accomplish future
tasks [26]. The capacity of these tools to generate human-like content, such as
text, images, and code, has been a driving force behind their integration in var-
ious sectors, including software design and engineering. Notably, a McKinsey
study [8] has demonstrated that the task of completing code can be done twice
as fast by software developers, using generative AI and enabling tremendous
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productivity gains in four key areas: expediting manual and repetitive work,
avoiding writer’s block for starting a new code, accelerating updates to exist-
ing code, and increasing developers’ ability to tackle new challenges, e.g., while
synthesizing unfamiliar code or framework.

The true potential of generative AI goes beyond automating specific tasks
to transforming the entire software design and engineering process. Therefore,
our investigation extends beyond the confines of code completion and delves
into the whole software development life cycle, from the inception of an idea to
the delivery of a fully functional software product. Our scientific contribution
is twofold: First, we list and briefly describe high-level software development
tasks and sub-tasks as a foundation for our evaluation. Second, we conduct
a preliminary classroom evaluation with students as potential future software
development experts on how well current AI-based tools can support these tasks.

2 Methodology

First, state-of-the-art research in the field of generative AI supportive tools for
various software development phases and activities is screened based on a sys-
tematic literature review. Then, a preliminary evaluation of selected generative
AI tools is conducted with 18 business information systems students as pos-
sible future software development experts in a classroom setting to study their
capabilities and suitability. To do so, different evaluation criteria have been iden-
tified for each phase. This approach emphasizes on the user experience of the
impacted people while using generative AI tools. In this context, the users are
the software designers and developers using generative AI tools to enhance pro-
ductivity. Using these tools aims not to replace humans with intelligent systems
but to enhance their capabilities, allowing them to tackle complex tasks more
effectively and efficiently.

3 Background

This section briefly introduces the software development cycle from a design
thinking perspective. It explains the associated tasks and phases that are key
to identifying generative AI application opportunities. We introduce a human-
centric AI perspective to reflect better and evaluate the interaction between AI
and humans in software development.

3.1 Software Development

Developing software does not start with coding. According to [37], there are two
types of software engineering approaches: project-based and product-based.

Project-Based Software Engineering starts with a problem that a client has
identified and requests a software engineering team to solve. The software engi-
neers try to understand the situation and determine the requirements for the
software to be coded as a solution to the client’s problem.
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Fig. 1. The design thinking approach at SAP according to [15].

In contrast, product-based software engineering starts with an idea that devel-
opers have identified. Any idea that they have noticed could be of market interest.
This process has no client; it is only an opportunity developers have identified.
The software developers map this opportunity to possible product features.

In both cases, it is crucial to understand the current problem, research exist-
ing solutions in the market, and try to understand the situation from the target
group’s perspective, i. e., the potential future users of the system.

3.2 Software Development Cycle and Design Thinking Process

Our study is based on the design thinking process used at SAP [15]. As shown
in Fig. 1, the process consists of several phases grouped into higher-level phases,
which we refer to as stages. In the following, we briefly outline the rationale for
the main stages first. Then, we provide an extended list of detailed phases that
form the basis of our evaluation.

The discovery stage includes kicking off the project and understanding the
problem at hand by conducting research using different methods such as inter-
views, literature reviews, and surveys. The key idea is to put the software devel-
opers in the shoes of the target group. Finally, they synthesize all the collected
data and define personas, fictitious individuals owning the target groups’ typical
characteristics, pain points, and responsibilities. Yet, at the end of this stage,
how do we know that we are ready for the following design stage? How might
we help identify personas with these pain points to solve their problems?

The design stage starts with generating ideas for this problem, deciding on
the best ideas as a team, and prototyping the selected ideas to make them
more tangible. This helps to communicate the concept much more quickly to
the stakeholders and potential users. This allows us to better evaluate the idea
according to the requirements identified. As the prototype and, accordingly, the
idea gets more detailed and refined after a couple of iterations, it is ready to
bring to the next phase.

Finally, in the delivery stage, the design mockups and prototypes generated
in the design stage will get life. They will be implemented in productive solutions
that need to be tested, iteratively improved, released, and deployed in the natural
environment for real users.
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Although the design thinking process is not restricted to producing software
products, we use this process only in this context for our study since the topic
is software development. The design thinking cycle helps us to approach the
problem and find solutions in an iterative and user-centric manner, evaluating
the ideas and prototypes regularly with users and making necessary refinements
already in the early phases of the project.

Our paper extends this framework by introducing two additional phases: code
documentation and minimum viable product (MVP) definition and prioritizing
the requirements. Recognizing their critical roles within the software develop-
ment process, both of which stand to benefit significantly from generative AI
support. This leads to the following ten phases within the software development
cycle: 1. explore and scope, 2. research 360 and synthesize, 3. ideate, 4. prototype,
5. validate, 6. define MVP/prioritize requirements, 7. implement, 8. document
code, 9. test, and 10. deploy, including continuous integration and continuous
delivery (CI/CD).

The MVP definition is positioned between the validation phase of the design
prototype and the implementation. This phase translates the validated ideas
of the prototype to technical requirements and prioritizes these according to
their business value for the end users. This exercise leads to the definition of
the MVP, which refers to “version of a new product, which allows a team to
collect the maximum amount of validated learning about customers with the
least effort” as a fundamental concept of the lean startup methodology [33].

Code documentation is conducted concurrently with the implementation
phase, focusing on the often overlooked yet crucial task of comprehensive
code documentation. Effective documentation is critical to software engineer-
ing, ensuring the sustainability and maintenance of code and the dissemination
of knowledge within development teams and beyond. The integration of genera-
tive AI in this phase holds the promise of automating and enhancing the process
of code documentation, reducing human effort and errors while improving the
overall documentation quality.

In the following evaluation, we focus on phases 3 to 10, starting with the
ideation phase of the design thinking process.

3.3 Generative Artificial Intelligence

AI aims to create systems that mimic or even surpass human intelligence, cov-
ering computation methodologies for perception, reasoning, and action [43] as
well as learning. In doing so, tackling tasks easily solved by humans but difficult
to formalize and code is considered the crucial challenge [14].

Generative AI, a subset of AI systems, is designed to produce novel content
such as text, images, audio, and video, mirroring human creativity. These sys-
tems are trained on extensive datasets, enabling them to discern patterns, styles,
or features within the data. As a result, they can create new data instances that
resemble or even replicate the characteristics of the original dataset [12].

In contrast, traditional or discriminative AI primarily analyzes input data,
recognizes patterns, and makes predictions. This differentiation highlights AI’s
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broad capabilities and applications, from interpreting and categorizing existing
information to generating innovative content.

The concept of prompting in generative AI involves providing texts or other
data forms to an AI system, which then generates contextually relevant content.
This approach enables an AI system to address tasks it was not explicitly trained
to solve and, thus, to exhibit so-called emergent capabilities that often yield
valuable solutions in various scenarios.

Applying this generative capability in software development facilitates the
creation of diverse artifacts throughout the development cycle. A critical step
in this process involves identifying and formulating different tasks, specifying
their inputs and outputs, and defining criteria for evaluating the quality of the
solutions. This study aims to illustrate the potential of generative AI to enhance
and streamline the software development process significantly.

4 Evaluation of Generative AI Tools

In this study, we focus on the software development phases 3 to 10, starting
with the ideation phase of the design thinking process. 18 business informa-
tion systems undergraduates evaluated generative AI tools to gain more insight
into their experiences as future young professionals while exploring the usage of
generative AI tools in each phase of software development.

To evaluate generative AI tools, defining criteria for comparing them is essen-
tial. The capabilities of the tools, such as the number of features and included
modalities (e.g., text-only input versus images or videos), are important factors
to consider. Furthermore, the generated results’ quantity, quality, and validity
are important. For example, [7] defined criteria such as comprehensiveness, accu-
racy, and clarity in the use case of generated medical information by ChatGPT.

The criteria identified for using generative AI in the overall software devel-
opment process can be divided into three main dimensions: user experience, IT
strategy, and quality of the results. The user experience dimension relates to
the usability, user satisfaction, effectiveness, and efficiency of using the genera-
tive AI tool. The IT strategy dimension includes the security aspects of using
generative AI and organization, which refers to how well the corresponding AI
can be implemented in the existing workflow and scalability. IT strategy as a
dimension is particularly important in the corporate context because companies
should view the acquisition of generative AI as an investment, like purchasing
operating software or machines. Consequently, this acquisition must pay off in
the long term and, thus, be compatible with the IT strategy. Hinderbeger [17]
describes that the scalability of use cases that apply generative AI is important.
While data scientists concentrate on the mathematical evaluation of data, the
focus with increasing maturity and scaling is on software developers, who drive
integration into the system landscape and manage the industrialization and pro-
fessionalization of IT processes. The quality of the results dimension refers to the
correctness, validity, comprehensiveness, and accuracy of the generated results
by the generative AI tool. Since the results are AI-generated, the question is if
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the results are correct and understandable for users. Finally, the learning ability
of the tools is crucial, i.e., how well can an AI system learn from new data and
human feedback and adapt its strategies?

In addition to criteria for the entire development process discussed above,
Table 1 lists more specific criteria associated with common tasks for the phases
considered in our study.

4.1 Ideate

Ideation, the process of generating and developing new ideas, is a crucial aspect of
innovation and scientific progress [6]. This includes disrupting habitual thought
patterns and encouraging creative thinking [25]. Incentives can significantly
improve the quality and quantity of ideas generated [40]. Scientific thinking,
which includes thinking about scientific content, is closely related to idea gen-
eration and involves various cognitive processes [10]. The evaluation criteria for
this phase are shown in Table 1. Another interesting aspect is whether the tools
combine ideas to develop new ones [30].

The evaluation results indicated that tools such as ChatGPT, Google Bart,
or Microsoft Bing can be used to generate ideas. These tools are helpful and a
good starting point for inspiration. They provide context information to clarify
their results, enhancing the user’s transparency.

4.2 Prototype

Prototyping is a crucial aspect of product development with a significant impact
on design performance [3]. The use of prototypes in the early stages of design is
widespread, and it is important to understand the key objectives and techniques
[4]. The prototyping process, including its types, best practices, and limitations,
is also discussed, focusing on its application in education and science in [22].
Automatic generation of design mockups is more complex than just generating
ideas. Design mockups are not standalone results but are related to each other
and have a defined interaction flow. Different generative AI tools, such as Uizard
AI, are available for generating designs. This tool generates several related design
mockups using text prompts, screenshots, and hand-drawn wireframes as input.
The designers can edit the generated mockup, zoom in/out, and test the mockup
by clicking on the preview. Other tools in this area are Prototype AI and Figma
AI plugins. The current tools have a high potential to make the design process
more efficient but are not enough to make this process completely automatic.
Further developments are necessary for the tools to better match the results to
complex use cases.

4.3 Validate

This phase includes the validation of the defined software requirements. The idea
is to review the software requirements using generative AI tools and let the tool



AI-Assisted Software Design and Engineering 37

Table 1. Common tasks and evaluation criteria for using generative AI tools in selected
software design and development cycle phases.

Phase Tasks Evaluation Criteria

Ideate generate ideas for new
products or new features for
existing products, prioritize
ideas, combine ideas, and
develop new ideas

number of generated ideas,
quality of ideas (validity,
correctness,
comprehensiveness, accuracy,
and transparency)

Prototype generate design wireframe,
sketches, or high-fidelity
mockups, produce design
variations with different
interaction flows or visual
designs

coherency among generated
design screens, quality of the
mockups (validity,
correctness,
comprehensiveness, accuracy,
and transparency)

Validate validate requirements and
suggest new and more precise
formulations for functional
and non-functional software
requirements, validate visual
design mockups against
defined criteria, generate
usability tests, analyze
feedback data

ISO Standards, INVEST,
SMART

Define MVP prioritize software
requirements, recognize
dependencies among defined
user stories

business strategy, stakeholder
priority, complexity,
development cost-benefit,
added usability

Implement generate and complete code,
suggest code alternatives,
improve code quality based
on clean code and
architecture criteria

automation, reliability, code
correctness, code time
complexity, productivity

Document Code generate in-code
documentation, design and
architecture specifications,
and user manuals

communicate important
design decisions,
understandable, correctness,
comprehensiveness

Test debug code and suggest
solutions, generate test cases
and automatic unit and
system tests

quality of the generated test
cases (accuracy,
comprehensibility,
completeness/ test coverage,
reliability, and efficiency)

Deploy create predictive models,
automate decision-making
processes

accuracy, error detection
rate, reliability, efficiency
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suggest improvements according to the provided criteria. The criteria include
ISO standards, INVEST, and SMART. Doran [9] has introduced the SMART
criteria (Specific, Measurable, Achievable, Relevant, and Time-Bound)to write
management objectives and goals. INVEST framework stands for Independent,
Negotiable, Valuable, Estimable, Small, and Testable and is used in the context
of agile software management to improve the measurability of user stories [2].
ISO standards, e.g., ISO 9126, define functionality, usability, reliability, perfor-
mance, and supportability as acceptance criteria for the requirements. ISO/IEC
25010 introduces a product quality model to define comprehensive requirements
[27] and define eight criteria of usability, security, compatibility, maintainabil-
ity, portability, security, traceability, and compatibility. According to ISO/IEC
12207 [18], criteria such as traceability, consistency with stakeholder require-
ments, testability, feasibility of system architectural design, feasibility of oper-
ation, and maintenance can be used to evaluate the requirements. The prompt
can include these criteria to ensure that the generative AI tools consider these
aspects in the evaluation and improvement suggestions.

Singh et al. [36] state that AI is already used in requirements engineering
in requirements elicitation, analysis, and prioritization. AI systems can recog-
nize ambiguous, contradictory, and inconsistent requirements in requirements
analysis. Technologies used for this include artificial neural networks, machine
learning, genetic algorithms, and deep learning models. Ebert [11] suggests that
generative AI can be helpful to automatically categorize and tag the require-
ments, making them easily searchable and tracked. Carvallo et al. [5] have intro-
duced ChatGPT to their classroom and observed how well the students could use
it for requirements engineering tasks. There, ChatGPT answered the students’
questions.

In our study, students tested generative AI tools such as ChatGPT (versions
3.5 and 4), Google Bart, and GitHub Copilot. They provided the tools with three
different requirements and asked them to evaluate the requirements based on the
above criteria and give a new, improved version. The tools explain the context
and elaborate on the criteria, then argue which criteria are not implemented in
formulating the requirement and propose a new version. According to the stu-
dents’ experience, using generative AI tools to evaluate the requirements list can
be very useful. The tools addressed the issues, for example, where the terminol-
ogy was unclear. One example of the response of ChatGPT 4 was: “Unambiguous
and consistent: The current wording is relatively vague. What exactly does safe
and simple mean?”. Especially for beginners, these instructions can be handy
and remind them about essential criteria for high-quality software. These results
also confirm the findings of [11] that generative AI can identify conflicts and
ambiguity in the requirements documentation.

4.4 Define MVP

Defining the MVP is an essential but challenging task in software development. It
focuses on prioritizing the requirements according to the market needs. It helps
to use the available resources efficiently and bring the software cycles to the
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market as early as possible. The goal is to avoid producing software that no one
requires and desires. Proper decision-making around the priorities for the prod-
uct MVP is even more crucial for startups due to the limited time and budget.
The first requirements implemented as MVP are the ones that are specifically
important and relevant for the stakeholders and have high technical feasibility
[13]. Wu [45] has investigated integrating ChatGPT in the MVP development
process to improve the quality and efficiency of the design and foster innovation.
They suggest a framework and discuss the benefits of using ChatGPT in this
process. Wohlin et al. [44] conducted an industry survey with two companies to
identify the criteria of requirement prioritization and how these can bring value
to the product. Thirteen criteria have been defined to be evaluated by survey
participants. Based on this study, the following nine criteria are selected: business
strategy, stakeholder priority, complexity, development cost-benefit, and added
usability.

In our evaluation study, the requirements of an example product were first
prioritized using the analytical hierarchy process (AHP). This was selected as
promising in a comparative analysis of prioritization techniques by Khan et
al. [19]. Then, the students used three generative AI tools, ChatGPT 4, Chatsonic
by Writesonic, and Google Bard, and let the tools suggest a priority for the given
requirements. The result showed that the tools were able to provide the priorities.
The best result was achieved by Google Bard, which provided identical priorities
as to the AHP approach.

4.5 Implement

Using different supporting tools for the implementation phase of software devel-
opment is very common. Developers are used to getting help from their IDE (inte-
grated development environment) for code completion suggestions and debug-
ging tasks. Usage of Q&A platforms with human-created content, such as Stack
Overflow, has belonged to the daily working experience of the developers. Inte-
grating generative AI functionalities into this process can increase the developers’
productivity and take over some routine and time-consuming tasks. Ebert [11]
lists the use cases where generative AI tools such as GitHub Copilot, ChatGPT,
Tabnine, and Hugging Face can be used for developing software. From code gen-
eration and completion to reverse engineering or answering questions based on
code documentation, these tools can increase the efficiency and productivity of
their users and reduce human effort in debugging the code. Additional gener-
ative AI tools that support developers in the implementation phase are Muta-
ble.ai, and Amazon CodeWhisperer. [39] conducted an empirical study about
using ChatGPT for code generation, repair, and summarizing. To evaluate their
results, they have defined criteria such as code correctness, code time complex-
ity, and repair rate. Their results indicated that ChatGPT has problems when
solving new or more complex tasks. It was highlighted that ChatGPT has a lim-
ited amount of attention span in code repair tasks. In a controlled experiment
with software developers, Peng et al. [29] observed 55.8% faster task completion
using GitHub Copilot compared to the control group.
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Quality is the most important criterion for using generative AI in program-
ming [11,23,24,28,29,39]. Reliability and the increase in productivity are by far
the most frequently mentioned in the literature.

The literature review in this field showed that generative AI tools have great
potential to increase efficiency and productivity in software development, par-
ticularly by automating routine tasks and facilitating complex programming
processes. However, they also pose challenges, such as the need for precise ver-
ification of the generated codes and integration into existing workflows. From
today’s perspective, applying generative AI tools for software development can
be helpful, but with caution and considering the challenges mentioned above.
Careful implementation and constant monitoring are crucial to maximize their
benefits and minimize potential risks. These tools are valuable resources that, if
used correctly, can revolutionize software development.

4.6 Document Code

Although the phase of code documentation was not directly addressed in the
design thinking process, this activity is vital for the communication between the
developers, the code’s maintenance, and the software’s scalability. Source code
documentation is a time-consuming activity that developers need to accomplish
while programming the software. Automating this activity would increase the
developers’ productivity and free up resources for more important and complex
tasks. Khan et al. [20] have automatically applied Codex to generate code doc-
umentation. Codex is based on GPT-3 and is pre-trained by natural language
input and programming language content from GitHub. Their study has com-
pared the results of the generated documentation with other existing approaches
and observed a 11.2% improvement. Good documentation should be understand-
able by third-party experts [21]. The rationale behind the design decisions should
be communicated through the documentation so that new developers or exter-
nal stakeholders can understand the reason behind the important decisions made
throughout the development [16,21]. The automatically generated documenta-
tion should be correct, comprehensive, and precise. Like other phases of software
development, the user experience of the generative AI tool plays an important
role in integrating the tool into the process developers. The students used Chat-
GPT (versions 3.5 and 4), and Google Bart with two different code samples.
Although all three tools could support the code documentation, ChatGPT pro-
vided more details in the code documentation in comparison to Google Bard.

4.7 Test

The testing phase plays a crucial role in ensuring the quality and functionality
of the software. The advances in AI technologies have opened up new opportuni-
ties to optimize and automate this process. AI tools promise to increase testing
efficiency while delivering more precise results. The criteria for evaluating gen-
erative AI tools for the testing phase are:
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– Accuracy: How accurately do the tools generate relevant test cases based on
the specifications and requirements?

– Comprehensibility: Are the generated test cases understandable and compre-
hensible for developers?

– Completeness and reliability: Can the developer rely on the tool to create
comprehensive test coverage and cover all relevant aspects?

– Efficiency: How quickly does the tool generate test cases?
– Usability: Is the tool easy to use and understand, even for people who may

not be experts in the field of AI?

Ricca et al. [32] provide a taxonomy for the typical problems in software
testing that AI can tackle. According to their findings, AI and machine learning
can help developers to generate test cases and run automatic tests. However,
the generated test cases are still simple and need to reach further to be more
effective.

In our study, students have tested generative AI tools such as TestIM.io,
Mabl, GitHub Copilot, ChatGPT, Applitools to generate test cases for an open-
source code on GitHub. The students liked the user experience of GitHub Copi-
lot, as it works directly in the editor and automatically completes code pas-
sages. Users can describe their test cases with simple comments, where GitHub
Copilot generates the corresponding code. This seamless integration into the
development environment and intuitive handling make it a user-friendly tool.
According to the students’ experience, the main difference between Applitools
and other tools tested is its ability to extend Selenium tests through the Appli-
tools Eyes technology. This technology makes it possible to take snapshots of
relevant parts of the application during the testing process. This unique feature
made the students rate this tool as highly reliable, as the tool consistently recog-
nized differences in the layout and made no mistakes. Furthermore, Applitools
got high scores from students in learnability. It learns through frequent test-
ing and user feedback, ensuring adaptive and user-oriented functionality. The
results indicate that the tools have their strengths and weaknesses, and using
multiple tools together can be helpful to get better results. For example, the stu-
dents noted that combining Applitools with ChatGPT or GitHub Copilot has
a synergistic effect. The precise but more complex functionalities of Applitools,
in combination with the user-friendly code generation of ChatGPT or GitHub
Copilot, help to overcome challenges such as more complicated setup and code
generation efficiently. The students recommended using generative AI tools for
testing, especially for developers with less experience. However, the coverage of
the cases is still not enough to be able to rely only on these tools. This confirmed
the findings of [32] that the current AI tools are more facilitators for testing in
collaboration with humans and can not generate robust test scripts to run fully
automated.

4.8 Deploy

AI is increasingly important in the software’s continuous integration (CI) and
deployment (CD). It can help manage the resources to maximize the system’s
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speed and efficiency in data transfer, server configurations, or service manage-
ment. [31] The evaluation criteria for generative AI tools used in the deployment
phase are similar to the test phase. Accuracy, error detection rate, reliability,
and efficiency are important factors to be considered.

The following scenarios are examples of AI support in the deployment process
[31,35]:

1. Create predictive models: AI algorithms can analyze data and identify trends
to predict future resource requirements or system utilization. This helps select
the best deployment plans and identify potential problems.

2. Automate decision-making processes: AI can help determine the right deploy-
ment model or the number of system instances based on various factors such
as user needs, system performance, and costs.

3. Improve maintainability: the system can be configured faster and more effec-
tively in terms of bug fixes configured, which increases the system’s stability.

4. Increase user experience: AI can help optimize the software to meet the user’s
needs and requirements and ensure a positive user experience.

5. Promote scalability: AI techniques can help adapt the software to respond to
possible expansions or requirements and continue functioning effectively.

According to the study of [41] with students using ChatGPT as a support
tool in different software development phases, The students got significant help
from ChatGPT. It reduced deployment issues, optimized deployment processes,
and resulted in smoother and more reliable deployments.

Although our students did not have the chance to try different generative AI
tools for the deployment phase, the results of the literature review show that
it can increase productivity and accuracy. This should be investigated more in
future research.

5 Related Work

Software engineers have historically relied on human-powered Q&A platforms
like Stack Overflow to support coding. With the rise of generative AI, devel-
opers have incorporated AI chatbots like ChatGPT and GitHub Copilot into
their software development process. Recognizing the potential parallels between
human-powered Q&A platforms and AI-driven, question-based chatbots, Li et
al. [23] have explored how developers integrate these supporting tools into their
real-world coding experiences. Their study compared Stack Overflow with Chat-
GPT, finding that while ChatGPT provides fast, clear, and respectful responses,
concerns exist regarding its reliability and lack of validation mechanisms, such
as Stack Overflow’s voting system [23].

Waseem et al. [41] have conducted a study with seven undergraduate students
while using ChatGPT in their project in different phases of software develop-
ment. Their result showed that using ChatGPT in the process of software devel-
opment was helpful for students to be more productive. Still, the participants
had challenges ensuring the quality of the automatically generated code and
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integrating it seamlessly into the whole system. ChatGPT positively affected
productivity, accuracy, efficiency, and collaboration in all the phases that the
students evaluated.

York [46] has investigated evaluating ChatGPT 3.5 and former versions in
the brainstorming, UX design, and web development used for undergraduates
and junior designers. According to his results, ChatGPT 3.5 performed only
satisfactorily, and for generating code, it might be critical to utilize it for a real
product in organizations. It generates personas that lead to repetitive versions
with too many similarities.

Bilgram and Laarmann [1] have investigated using ChatGPT for brainstorm-
ing and idea generation, persona creation, generating interview questions, out-
lining a user journey, and prototyping a web-based App. Their results indicate
that generating ideas works well, but the ideas generated in the first iteration
might be superficial. A suggested improvement was to give the methodology that
ChatGPT should use to make the concepts more concrete. In their example,
ChatGPT uses SCAMPER (Substitute, Combine, Adapt, Modify, Put, Elimi-
nate, and Reverse) creativity technique. The code generated with ChatGPT was
a website based on HTML and CSS with a basic design version of the App.

Tholander and Jonsson [38] have used ChatGPT 3 in the creative design
process for ideation, early prototypes, and sketches. Their study shows that
generative AI tools can also be useful for creating supportive material, such as
personas and scenarios, in the design process.

Ebert [11] showed the high potential of generative AI tools such as GitHub
Copilot, ChatGPT, and Google Bart and their advantage of increasing the pro-
ductivity of software developers. Besides addressing the advantages and possible
use cases of these tools, the paper also warns about the new risks related to cyber-
security and aspects that get back to the non-deterministic and non-explainable
characteristics of these tools. Rodriguez et al. [34] emphasize the importance of
carefully designed prompts for using large language models in automated soft-
ware traceability. Integrating generative AI tools offers promising opportunities
but requires technical improvements.

Ma et al. [24] investigated ChatGPT’s ability to understand code syntax
and semantic structures that include abstract syntax trees (AST), control flow
graphs (CFG), and call graphs (CG). They evaluated the performance of Chat-
GPT on tasks in C, Java, Python, and Solidity programming languages. Their
results showed that while ChatGPT performs well in understanding code syn-
tax, it faces problems with understanding code semantics, especially dynamic
semantics. Furthermore, their study identified hallucinations of ChatGPT in
interpreting semantic structures of code and fabricating nonexistent facts.

6 Discussion

Generative AI tools are helpful in different phases of software development. They
are a good starting point to develop the initial results quickly and iterate more
using concrete prompts to get closer to the intended results. Although the gener-
ated results are astonishing, it is essential that human experts evaluate them and
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fine-tune them with iterative collaboration with the tools or continue without
them to improve and complement the results. Prompt engineering is essential
in achieving better and more relevant results from the large language mod-
els. According to [42], prompts with built-in motivation, structure, or provided
examples and consequences positively influence the outcome.

Modern generative AI tools like ChatGPT have the potential to revolutionize
software engineering. They support the tasks mentioned above for all software
development cycle phases, from idea generation and design prototyping to coding
and document generation, testing, and deployment. However, software develop-
ment’s high reliability and risk control requirements raise concerns about the lack
of interpretability [24] and cybersecurity concerns. Since the output of these tools
is non-deterministic and not explainable [11], this affects the reliability of these
systems and user trust. Integrating the generative AI tool as part of companies’
software development toolchain comes with a risk of data privacy. Companies
own sensitive customer data and credential information about their innovation
roadmap.

Ozkaya [28] addresses the concerns of using large language models in software
engineering, such as data quality and bias, privacy and content ownership, envi-
ronmental concerns, explainability, and unintended consequences. More research
work is required to find solutions for these risks.

7 Conclusion and Outlook

This study has investigated integrating generative AI tools in different phases
of the software development process, from idea generation to implementation,
testing, and software deployment. In addition to a literature review, 18 business
information system students have evaluated generative AI tools in these phases.
For each phase, evaluation criteria for the tools were identified, and tasks that
generative AI tools can support were described, yielding several insights: First,
using generative AI tools in the process of software development can be help-
ful for beginners. The tools’ results can be a useful starting point by providing
first sketches for a new design or code snippets in an unfamiliar programming
language. Furthermore, the tools can also be used to validate and test the devel-
oper’s results. For example, they help validate the formulated requirements to
identify ambiguity, lack of clarity, or bugs in the code. Finally, the tools can accel-
erate and take on time-consuming tasks such as code documentation, which is
usually not the developers’ favorite task but is vital to accomplish.

As mentioned in the discussion, some risks have to be considered when inte-
grating these tools into the toolchain of organizations regarding data privacy.
Furthermore, it is important to validate the automatically generated output by
generative AI and ensure the results are correct and relevant.

This study is limited to a literature review and a preliminary evaluation study
conducted by business information system students. In future research, we plan
to extend the evaluation to professional software designers and developers in
the industry. Many companies have already started by integrating tools such
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as GitHub Copilot and are gathering experience about the productivity of their
teams using these tools. It would be interesting to collect the first experiences and
approaches these companies have taken in this new era of software development.

This study can help the community in two ways. First, it provides current
gaps and pain points of designers and developers in the software development
life cycle. The gaps identified may guide the research community in improving
and enhancing current tools. Second, it provides a good overview of the user
experience of the current generative AI tools. By employing a structured and
user-centric evaluation framework, we have explored the transformative potential
of these tools while emphasizing the importance of preserving and strengthening
human-AI collaboration.
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Abstract. For the practical application and development of future arti-
ficial intelligence (AI) technologies, analyzing human preferences when
delegating tasks to AI has become crucial. Additionally, the advancement
of technology will impact human perceptions. Therefore, to assess how
AI advancement has affected human perceptions, we compared changes
in human preferences before and after the widespread adoption of gener-
ative AI. This assessment was approached from two distinct perspectives:
task categories and delegation factors. Task category clustering was con-
ducted with the input from survey respondents to reassign categories
based on their perceptions, enabling the analysis of preferred tasks, and
determining whether they have changed. To understand the factors that
affect human decision-making regarding delegation, we conducted struc-
tural equation modeling (SEM). This analysis allowed us to examine
whether the data fit the hypothesized delegation framework and ana-
lyze the changes. Furthermore, it enabled us to estimate the magnitudes
of the effects of latent factors. Through these two statistical analyses,
we discovered that people have become more and more risk-conscious
with the development of technology. The introduction of AI services has
heightened public awareness regarding the capabilities and limitations of
AI, leading to increased consciousness of potential risks associated with
this technology. Furthermore, we found that achieving machine capa-
bility is still important. Delegability to AI is expected to increase as
technology advances. Moreover, the results of analysis shows that care-
ful consideration of motivation is essential. Tasks for which individuals
lack motivation are more likely to be delegated to AI, highlighting their
suitability for practical implementation in real-world applications.

Keywords: Human-AI Interaction · Task Delegation · Survey Analysis

1 Introduction

Recently, artificial intelligence (AI) particularly generative AI, has undergone
rapid evolution, demonstrating practical applications in real-world scenarios.
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Advances in AI technology further accelerated the release of various services:
large language models (LLMs) services such as ChatGPT [4] and image gen-
eration systems such as Midjourney [16] and DALL-E 2 [7]. There were some
unexpected updates. A work written by an AI sentence generation service won
the literary award of Japan [18] and a painting drawn by the image generation
AI, Midjourney, won first place at an art competition [15]. Nevertheless, there are
many challenges involving implementing AI in real-world applications, such as
ethical and legal concerns [10], AI bias [2,14], or copyright issues [22]. Although
systems have been developed, some of them have not been widely used due to
doubts regarding their use by certain individuals. Therefore, development efforts
should prioritize meeting the needs of the people. The analysis of human prefer-
ences in delegating tasks to AI is crucial for the development and practical imple-
mentation of future AI technologies in human-AI interaction. Furthermore, the
advancement of technology is expected to influence human perception. Studying
the types of tasks that humans prefer to delegate to AI and investigating the
specific factors influencing delegability is important to research.

Lubars and Tan proposed a framework for AI task delegability [13]. They
surveyed in the United States in 2019 to gain an empirical understanding of
human preferences in different tasks and claimed that delegation decisions are
influenced by four key factors: difficulty, motivation, risk, and trust. We con-
ducted the same surveys in Japan on two separate occasions, first in 2020 and
then again in 2023 based on Lubars’ framework. To assess how AI advancements
have impacted human perceptions, we compared changes in human preference
before and after the widespread adoption of generative AI from two perspectives:
task categories and delegation factors. This enabled us to analyze the changes
in human perceptions toward AI over these three years.

The analysis was conducted from two perspectives. The first perspective is
task category clustering, which involves reassigning categories based on respon-
dents’ perceptions to analyze preferred tasks and determine if they have changed.
In contrast to prior studies that subjectively determined task categories, we
adopted a novel approach by clustering tasks based on survey responses to
explore new categories. This approach aimed to uncover the underlying aspects
of human task recognition, shedding light on human unconsciousness in the pro-
cess, and enabling us to gain deeper insights into the delegability of AI. The
second perspective involves structural equation modeling (SEM), which can be
used to investigate whether the data fit the hypothesized delegation framework
and analyze the changes. It also allows us to estimate the magnitudes of the
postulated factor effects.

Our analysis revealed that with the development of AI technology, people
have become more conscious of the risks in tasks. This finding suggests that,
with the release of AI services, people are now more cognizant of the capabilities
and limitations of AI. There is an increased awareness of the potential risks
associated with AI. Additionally, we found that the high machine ability is still
important for human. Therefore, even for tasks that are currently not highly
delegated, it is expected that as technology continues to advance, the level of
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delegation may increase as machine ability improves. Simultaneously, we have
observed that tasks that people are more reluctant to carry out are more likely
to be delegated to AI. Consequently, AI capable of performing tasks that people
are unwilling to do can be expected to be put into practical use earlier.

The remainder of this paper is organized as follows. First, we outline the
related research relevant to our works in Sect. 2. Section 3 provides detailed
information about the survey and analysis methods employed in this study. Sub-
sequently, the results of the analysis are presented in Sect. 4. Discussion of the
survey result and limitation of our research are covered in Sect. 5. Finally, Sect. 5
concludes the study and discusses the direction for future works.

2 Related Work

2.1 Ethical Issues Regarding AI

With the practical application of AI technology in our everyday lives, new soci-
etal issues such as ethics, privacy, and AI bias have emerged. Consequently, the
ethics of AI is currently a subject of significant debate in academic and policy
circles.

Ethical concerns regarding AI have been discussed by Mittelstadt [17]. It
is pointed out that, given the current lack of common goals and robust legal
and professional liability systems in AI development, it is advisable to formally
recognize AI development as a profession, akin to other high-risk occupations.
Additionally, it is suggested that ethical considerations in AI should not be
treated as an individual problem but as part of the ethics of AI for businesses
and organizations. This emphasizes the notion that ethics is a continual process
rather than a fixed destination.

Responsibility for risks or failures related to AI is also a widely debated
issue. Oronzo et al. conducted an experiment in which participants were asked
to consider a scenario where either a human or AI made a mistake in judgment
regarding offenses punishable by a fine or years in prison [19]. They found that
individuals who delegated tasks to AI were blamed less than individuals acting
independently.

The issue of AI discrimination has been extensively discussed, and research is
also progressing to explore methods to investigate potential solutions. AI algo-
rithmic bias results in discriminatory hiring practices based on gender, race,
color, and personal characteristics. Chen et al. revealed that algorithmic bias
stems from limited raw datasets and biased algorithm designers [5]. To minimize
this issue, they suggest employing technical measures such as bias-free dataset
frameworks and improved algorithm transparency, as well as management mea-
sures such as ethical governance within firms and external oversight.

2.2 Human-AI Collaboration

Several studies have been proposed to address how AI and humans can collabo-
rate effectively, with some focusing on the complementarity of abilities and others
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on human involvement. Patrick et al. investigated the effects of AI delegation
on human task performance and task satisfaction on image classification tasks
[9]. By intentionally introducing noise to the image data to enhance labeling
difficulty, the study observed that collaborative efforts between AI and humans
result in improved performance and task satisfaction compared to individuals
working alone.

However, some research has revealed negative results involving human-AI col-
laboration. When humans collaborate with AI, they may delegate tasks without
proper consideration. Thus, Marc et al. suggested that improving AI delegation
could be achieved by providing humans with knowledge about AI [20]. They
found that AI knowledge limits the use of AI, suggesting that AI knowledge is
not necessarily positive for human-AI collaboration.

A recent study by Bondi et al. introduced a collaboration model. For tasks in
which AI systems are more prone to making incorrect predictions than humans,
they recommend deferring the decision for those tasks to humans [3]. In addition,
when deferring tasks to humans, they stressed the importance of considering the
manner and extent to which information regarding the results of AI prediction
should be shared with humans. Bondi et al. also has reported that withholding
the prediction results of AI and informing humans about delayed predictions can
enhance human performance. Furthermore, they suggests that it is crucial to
consider how to inform humans about the AI’s decision of deferring predictions.

2.3 AI Task Delegation

To address societal issues and promote effective research on AI technology, we
need to understand how humans perceive AI and how they feel about it. There-
fore, we must study delegation factors through fact-finding surveys.

Lubars and Tan introduced a task delegability framework in 2019, as Fig. 1
and Table 1 shown they stating that delegation decisions in various tasks are
influenced by four key factors: difficulty, motivation, risk, and trust [13]. They
compiled 100 tasks from various sources to explore human preferences. The sur-
vey comprised two versions: one assessing if participants would delegate a task
to AI when they perform it (personal survey), and the other assessing if they
would delegate when someone else performs it (expert survey). The results indi-
cated a preference for machine-in-the-loop designs over full AI control, with trust
being the most closely related factor to human preferences in AI task delegation.
However, these findings are based on a 2019 dataset, and the evolving environ-
ment and technologies raise questions about shifts in people’s perceptions, given
advancements in AI technologies such as generative AI. Moreover, although cat-
egories were subjectively assigned to each task by Lubars and Tan, the analysis
regarding task categories was not discussed in the literature. Therefore, a study
about task categories is required to analyze preferred tasks that humans prefer
to delegate to AI.

In 2022 empirical research regarding Lubars’ frameworks for task delegation
was conducted by Cvetkovic et al. [6]. They showed that frameworks adapted
with fewer factors better fit the data, and the factor of trust was shown to be the
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Fig. 1. Framework introduced by Lubars and Tan [13].

Table 1. Overview of the factors in Lubars’ AI task delegability framework.

Factors Components

Motivation Intrinsic motivation, goals, utility

Difficulty Social skills, creativity, effort required,
expertise required, human ability

Risk Accountability, uncertainty, impact

Trust Machine ability, interpretability, value
alignment

most predictive of delegability. The result consistent with Lubars’ study indicates
that trust contributes the most to AI task delegation. However, the target group
of this previous research was limited to students with postgraduate educational
levels, and only 93 responses were used for analysis. A more widely targeted
and large sample survey is required to accurately analyze the overall trends.
Therefore, we analyzed data from two-time points and investigated whether
human preferences have changed or not.

3 Survey Design

We conducted empirical research in Japan to analyze human preferences in del-
egating tasks to AI. The survey used the same 100 tasks from diverse domains
and the same delegation factors as the survey conducted by Lubars and Tan,
and it was translated from English to Japanese. To analyze shifts in people’s
perceptions due to technological advancements, the same survey was conducted
twice over three years. The first survey was conducted in November 2020, and
the second survey was conducted in May 2023.

The tasks in the survey include tasks such as medical diagnosis, which can
only be performed by experts. When delegating tasks to AI, there are two sce-
narios to consider: one where the task is performed by oneself, and another
where it is executed by a third party, such as an expert. Therefore, similar to
Lubars’ survey, we have conducted two types of surveys to investigate these sce-
narios. The Personal Survey includes all four delegation factors in Table 1, which
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Table 2. Age of participants.

Personal Survey Expert Survey

Age Number Percentage Age Number Percentage

18–25 135 14.8% 18–25 76 12.0%

26–35 220 24.1% 26–35 220 34.8%

36–45 208 22.8% 35–45 150 23.7%

46–55 204 22.4% 46–55 100 15.8%

56–65 120 13.2% 56–65 67 10.6%

66–75 17 1.9% 66–76 14 2.2%

76– 7 0.8% 76– 6 1.9%

Total 911 Total 633

Table 3. Gender of participants.

2020 2023

Age Number Percentage Age Number Percentage

Male 784 50.8% Male 872 56.5%

Female 748 48.4% Female 672 43.5%

Other 12 0.8% Other 0 0.0%

assess whether participants would delegate a task to AI when they perform it
themselves. In the Expert Survey, as motivation for the delegation factor was
not deemed operative, questions were directed toward factors other than moti-
vation. Additionally, to explore changes in people’s perceptions of AI with the
development of LLM, questions related to ChatGPT were included in the 2023
survey.

For each year, we used different survey designs. The survey in 2020 consisted
of three sections: 1) informed consent and general explanation 2) demographic
questions 3) questions about task delegation (personal survey or expert survey).
In 2023, we surveyed with five sections: 1) informed consent and general expla-
nation, 2) demographic question, 3) personal survey, 4) expert survey, and 5)
question about experience with generative AI service. Participants first provided
informed consent, including details about the survey’s purpose, a brief explana-
tion of the task, information on compensation, and assurances of confidentiality.

To ensure the reliability of the analysis, the display order of tasks in each
section was randomized. For each task, we utilized a 5-point Likert scale to
measure participants’ agreement levels regarding the factors for delegating tasks
to AI (refer to Table 1). Participants were asked to indicate their preferences
regarding the level of delegability of AI in different tasks, with four options: full
AI automation, AI leading with human assistance (human-in-the-loop), humans
leading with AI assistance (machine-in-the-loop), and no AI assistance.
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Fig. 2. Percentage of delegability.

Table 4. Change of average delegability. The p-values are represented as follows: * for
p < 0.001 and NS (Not Significant) for p >= 0.05.

Personal Survey Expert Survey

2020 2.512 2.460

2023 2.373 2.390

Difference 0.139 (*) 0.07 (NS)

We created the survey using Qualtrics [21] and gathered experiment par-
ticipants using crowd-sourcing services Lancers [12]. To enhance the quality of
the survey, participants had to answer two attention tests correctly. In 2020, we
collected 2042 responses for our survey, including 1322 from the personal survey
and 720 from the expert survey. Although for the survey in 2023, each partici-
pant answered both the personal and expert surveys, we obtained 1005 responses.
After excluding invalid answers where participants answered the attention checks
incorrectly, these data were adjusted on age group by sampling the larger number
according to the smaller number to ensure accurate analysis. However, this dis-
tribution does not represent the entire population of Japan. Participant details
are summarized in Tables 2 and 3.

4 Analysis Results

4.1 Comparison of Delegability

This section shows the results of a comparison of AI task delegability between
2020 and 2023, which reveals overall trends of delegability. Figure 2 illustrates a
decline in AI delegability for 2023. We found a significant difference between 2020
and 2023 in the personal survey (p < 0.001), as shown in Table 4. This decline
in AI delegability suggests that people may have had higher expectations of
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Table 5. Kruskal-Wallis test based on age groups.

Kruskal-Wallis result p-value

18–25 1.900 0.593

26–35 4.154 0.245

36–45 4.650 0.199

46–55 11.801 0.008

56–65 5.977 0.113

66–75 0.618 0.892

76– 1.795 0.616

Table 6. Steel-Dwass test result of age 46–55. The p-values are represented as follows:
* for p < 0.05 and NS (Not Significant) for p >= 0.05.

2020 Personal Survey 2020 Expert Survey

2023 Personal Survey 0.038 (*) 0.332

2023 Expert Survey 0.020 (*) 0.241

AI three years ago. However, as technology progressed and practical applica-
tions expanded, people have become more aware of the current limitations of AI
technology.

Additionally, to investigate where this decrease in delegability is occurring, we
conducted a comparison based on age groups. Kruskal-Wallis test [11] was used
to assess the presence of any difference between the four groups (2020 personal
survey, 2020 expert survey, 2023 personal survey, and 2023 expert survey). Using
the Kruskal-Wallis test, Table 5 shows participants between the ages 46–55 were
found to be significant (p < 0.01) for group differences. Steel-Dwass test [8,24] of
multiple groups were applied following the Kruskal-Wallis test, and as Table 6 we
found a significant difference between the 2020 personal survey and 2023 expert
survey among the 46–55 age group participants. The discussion regarding these
results is presented in Sect. 5.

4.2 Task Category Clustering

In contrast to prior subjective categorizations, this study employed an objective
approach by clustering tasks based on respondents’ perceptions. We analyzed
1544 data points including 911 personal survey and 633 expert survey as in
Table 2 collected in 2020 to calculate the average scores for 14 questions related
to task delegation factors. Tasks were then grouped into multiple categories
applying the k-means clustering method based on these scores, with the number
of clusters set to eight, which was consistent with the previous study. These
categories were also applied to the 2023 dataset for comparisons.

Figure 3 shows the average delegability of each cluster (category), and details
of the tasks for each cluster are stated in Appendix. The cluster numbers are
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Fig. 3. Average preference for each cluster.

Table 7. The variations in the average task delegation factor for each cluster.

Factors

Clusters 2 7 5 6 8 4 1 3

2020/2023 2020/2023 2020/2023 2020/2023 2020/2023 2020/2023 2020/2023 2020/2023

Social Skills 3.584/3.685 4.034/4.107 3.750/3.896 3.628/3.511 3.364/3.379 3.055/3.006 2.801/3.187 3.703/3.867

Creativity 3.099/3.119 3.462/3.254 3.543/3.379 4.148/4.210 3.554/3.544 3.186/3.200 2.420/2.659 3.317/3.309

Expertise required 3.534/3.482 4.261/4.106 3.836/3.778 3.586/3.638 2.890/2.798 2.723/2.578 3.228/3.387 4.151/4.077

Human ability 3.305/3.306 2.854/3.045 2.966/3.060 2.707/2.935 3.069/3.217 3.257/3.290 3.304/3.228 2.739/2.879

Uncertainty 3.708/3.638 3.918/4.006 3.857/3.813 3.559/3.433 3.377/3.445 3.213/3.048 3.584/3.678 4.022/3.971

Accountability 3.656/3.623 3.795/3.842 3.412/3.629 2.782/2.813 2.533/2.550 2.424/2.455 3.956/3.925 3.876/3.900

Impact of failure 3.360/3.430 4.203/4.081 3.639/3.560 2.598/2.732 2.771/2.662 2.160/2.265 3.436/3.311 3.957/4.027

Intrinsic motivation 2.919/2.687 2.204/2.239 3.063/2.606 3.075/3.089 3.292/3.144 3.367/3.252 2.262/2.605 2.257/2.304

Machine ability 3.383/3.430 2.678/2.757 2.841/2.984 3.188/3.392 2.750/3.152 3.497/3.503 3.946/3.803 3.433/3.312

assigned based on the descending order of average delegability using data from
2020, and the same numbers are used for 2023. From this figure, it is evident that,
between 2020 and 2023, the ranking of delegability was generally maintained,
with some variations. Table 7 provides a detailed analysis of these variations,
showing the changes in the average value of the task delegation factor for each
cluster, in order of magnitude. In this table, the top three numbers are high-
lighted in red, and the bottom three are filled in blue.

The most significant delegability drop occurred in Cluster 2 (p < 0.01). These
tasks require a high level of human ability, but less creativity. It suggests a rise
in human leading with AI assistance in the past three years, shifting this cluster
from the second to the third highest in 2023.

Following Cluster 2, Cluster 7 also showed a significant decrease (p < 0.05)
in delegability. These clusters involve tasks with a high level of social skills
and expertise that are considered unsolvable by AI. Risks such as uncertainty,
accountability and failure in these tasks can have a significant impact. Moreover,
it is difficult for AI to complete and there is low intrinsic motivation for humans.

Conversely, Clusters 1 and 3 maintained high delegability. The tasks within
these clusters humans do not prefer to do and seem achievable by AI. Addi-
tionally, both clusters exhibit high accountability, demonstrating that people
consistently prioritize risk components, specifically accountability, and this per-
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Table 8. Latent variables and observed variables for SEM. The one in parentheses is
the observed factor which has two latent factors and has the lower path coefficient.

Latent variables
(Factors)

Observed variables
(Components)

Motivation Intrinsic motivation, (human ability)

Difficulty Social skills, effort required, expertise required,
human ability

Risk Accountability, uncertainty, impact, (social
skills), (value alignment)

Trust Machine ability, value alignment

ception has not changed despite technological advancements. Cluster 1 tasks
do not require creativity or social skills, while Cluster 3 tasks involve potential
risks such as high unvertainty, accountability and impact of failures. Therefore,
despite differing reasons, this high delegability persists in 2023.

4.3 Structural Equation Modeling

Model Fit and Selection. Identifying the factors that contribute to AI task
delegation could gain insight into task delegation. This study conducted investi-
gations into task delegation in 2020 and 2023. The research purpose is to exam-
ine the change in awareness regarding task delegation in technological advance-
ments by comparing the results between these years. Since the expert survey
lacks responses for motivation, for each year, only the 911 responses from the
personal survey and answers regarding task delegation factors were utilized to
create a covariance matrix of survey results.

Obtained covariance matrix were used to construct a structural equation
model (SEM) for AI delegation [25]. SEM is a statistical method for analyzing
the relationships among various factors behind observed data. Data obtained by
observation are called observed variables, while factors that cannot be directly
observed numerically are called latent variables. During the construction of SEM,
we referred to the results of previously conducted exploratory factor analysis
[23] and Lubars’ framework to establish latent variables and observed factors.
As Table 8 shown, for the latent variables, we adopted four variables: motivation,
difficulty, risk, and trust which are same as Lubars’ framework in Table 1. The
observed variables used for these latent variables were intrinsic motivation and
human ability as motivation, human abilities, effort, expertise and social skills
as difficulty, social skills, uncertainty, impact, accountability, values alignment
as risk, and values alignment and machine ability as trust. Apart with Lubars’
framework we did not used goals, and utility as factor motivation, creativity as
factor difficulty, interpretability as trust. Moreover, human ability, social skills,
and values alignment are considered to be related to the two latent variables,
such that they are observed variables for both two latent variables.
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Table 9. Results from the measurement invariance analysis.

Model Name χ2 (df) CFI RMSEA AIC

1 Configural Invariance 327.6 (70) .951 .045 495.875

2 Metric Invariance 360.216 (83) .947 .043 504.114

3 Scalar Invariance 442.924 (92) .933 .046 566.924

4 Residual Invariance 454.654 (103) .933 .043 558.017

5 Factor Variance Invariance 468.354 (108) .931 .043 561.583

6 Factor Covariance Invariance 470.962 (109) .931 .043 562.165

Next, to compare people’s perceptions toward AI task delegation in 2020 and
2023, a sample group comparison was conducted using a multi-group analysis
model. Since this research compares results between two surveys that were con-
structed at different time points, we need to know whether our survey measured
the same thing across different years. Thus, such comparisons require measure-
ment invariance to ensure that the survey scale is measuring the same construct
across different groups. Configural invariance reveals the equivalence of basic
constructs across groups. Metric invariance shows the equivalence of factor load-
ings across various groups. Scalar invariance implies the equivalence of variable
intercepts across groups. Residual invariance determines the equivalence of resid-
ual variances across the groups.

Model fit results quantify how well the model based on hypothesis fits the
data. The fit results of the models are shown in Table 9. As shown in Table 9, the
model fit for the configural invariance was acceptable. Moreover, the model fit
of the metric invariance, scalar invariance and residual invariance models is not
significantly worse than the configural invariance model. Since the configural,
metric, scalar, and residual invariance steps have been passed, we can compare
group means between the survey in 2020 and the survey in 2023 with the latent
variables.

The model with configural invariance has the lowest Akaike information cri-
teria (AIC) and Comparative fit index (CFI) >.95. Therefore, we chose Model
1 as the subject of the analysis. All SEM analyses above were conducted using
IBM SPSS Amos [1].

Analysis Results. The results of SEM are depicted in Figs. 4 and 5, and the
meaning of each observed variable is listed in the sub-caption under the figures.

Path coefficients are the parameter of the model, which determines how the
dependent variable reacts to a unit change in an explanatory variable if other
variables in the model are maintained constant. Standardized path coefficients
are used to measure how much a causal variable has influence on an endogenous
or outcome variable in the model. The estimated standardized path coefficients
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Fig. 4. SEM result for survey of 2020.

Fig. 5. SEM result for survey of 2023 (Note: m intrinsic, intrinsic motivation;
d abilities, human ability; d effort, effort required; d expertise, expertise required;
s social skills, social skills; r uncertainty, uncertainty; r impact, impact; r accountable,
accountability; t values, value alignment; t machine ability, machine ability)

from the latent factors to the observed variables, except for the label (delegation
level), were all statistically significant. Additionally, the estimated path coeffi-
cients from the latent factors to the label were significant for motivation and
trust.

Firstly, in 2023, the path coefficient from motivation to intrinsic increased by
0.1 compared to 2020. In 2020, the path coefficient from motivation to abilities
was greater than the path coefficient from difficulty, but in 2023, the path coef-
ficient from difficulty became greater than that from abilities. In other words,
while people used to assess whether their confidence in completing a task was
influenced by motivational factors, they now consider ability as a measure of
task difficulty. For factor trust, the path coefficient to machine ability decreased
by 0.11 in 2023 compared to 2020, which implies that the effect of factor trust
on machine ability has decreased.

Evaluating the relationship between common factors, it is apparent that there
is a considerable difference in values. Similar to Lubars et al.’s framework, a
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Fig. 6. Percentage of delegability for ChatGPT Users and ChatGPT non-users.

Table 10. Average delegability for ChatGPT users and ChatGPT non-Users.

Personal Expert

ChatGPT Users 2.481 2.452

ChatGPT Non-Users 2.313 2.380

correlation was observed between motivation and difficulty, with 2023 showing
a stronger correlation, which showed a significant difference between 2023 and
2020 (p < 0.05). Another discovery is that difficulty has a strong effect on risk,
and it was more significant in 2023, the value increased by 0.07 from 2020 to
2023. However, this result has not previously been described by Lubars and Tan.
This intriguing finding might be explained by the fact that difficult tasks could
be more risky such as tasks that require expert knowledge. In addition, the effect
of the factor risk to trust did not change over the three years.

To consider the effect of four factors on the label (delegability), trust has
the most influence on the delegability. Path coefficient from trust to delegability
increased by 0.1 in 2023 compared to 2020 which has shown significant differences
(p < 0.05), which implies that when people decide whether to delegate tasks to
AI, trust of AI is the most important factor to consider. The effect of factor risk
on delegability also had some changes. In 2020, the path coefficient from risk to
delegability was 0, but by 2023, it had increased to 0.14, exerting more influence
on delegability.

5 Discussion

This study aimed to evaluate the shifts in human preferences for AI task delega-
tion and the factors that influence these preferences. We conducted the same sur-
vey on two separate occasions in 2020 and 2023, allowing us to analyze changes
in attitudes toward AI over three years. We investigated how advancements in
AI technology have shaped human perspectives on AI.
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The factor of trust had the most significant impact on the decision of whether
to delegate a task to AI or not, aligning with the results of Lubars’ survey. Since
the trust factor involves machine ability and value alignment, we can conclude
that technological development is important for increasing task delegability to
AI and the application of AI in daily life. Individuals, particularly those with
an extensive understanding of AI or prior experience with AI services, are aware
of AI’s capabilities. As demonstrated in Fig. 6 and Table 10, participants who
have used ChatGPT show a stronger preference for “AI only” and “machine-
in-the-loop” assistance compared to those who have not used ChatGPT. From
the importance of machine ability, we can expect that those tasks that currently
have a low level of delegation also could increase in the future as technological
advances.

However, motivation is a factor that also should be carefully considered.
People tend to delegate tasks to AI when they do not feel motivated to perform
those tasks. These motivations harmed task delegability. Therefore, we should
consider the types of tasks that people dislike, as they are more likely to be
easily put into practical use.

Furthermore, individuals have started to more carefully consider the risks
associated with task failure. When confronted with tasks involving high uncer-
tainty or risk, and where it is perceived that AI cannot still complete them,
people tend not to delegate to AI. This shift originates from advancements in
technology, enabling individuals to better understand what AI is more capable
of, what it cannot do, and where it is more prone to errors compared to the past.
The decrease in delegation in the age group of 46–55 years might be related to
these factors. Individuals in this age group often hold positions where they have
responsibilities in both their professional and personal lives. Due to increased
sensitivity to risks, delegation has significantly decreased in this age group.

6 Limitation

Our study has several limitations. First, our survey participants are individuals
who use Lancers, and it was not conducted randomly among selected individ-
uals. Additionally, the respondents in 2020 and 2023 were not necessarily the
same individuals, and there is a possibility that the user base on Lancers has
changed over time. Therefore, there might be some bias in the sample. Further-
more, due to differences in our survey methodologies between 2020 and 2023, the
comparison conditions are not perfectly matched. The potential impact of the
differing survey methods might exist or might not, but in this paper, we have not
assessed the implications of that impact. If there is an impact, it might be present
in the clustering analysis. However, since individuals may perceive personal sur-
vey and expert survey differently, we cannot definitively claim the presence of
bias. Another limitation of our implementation is that our survey was conducted
in Japan. There might be some perceptual differences in other countries due to
the environment and cultural differences of people. Future studies should more
carefully define survey designs and consider the bias of the dataset. Addition-
ally, this study was conducted both before and after the release of generative AI
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services, and changes in delegability were observed against this backdrop. While
this analysis reflects the current scenario, further investigation, and in-depth
analysis are needed to understand how delegability may change in the future.

7 Conclusion

A common result from clustering analysis and SEM is that people have become
more risk-conscious as technology has developed. Risky tasks were more carefully
considered before deciding whether to delegate them to AI. In addition, motiva-
tion needs to be carefully considered. Tasks that individuals lacked motivation,
were unwilling to perform, or did not possess the ability to complete were more
likely to be delegated to the AI. Motivation harms task delegation, and in 2023,
compared to 2020, people exhibited a stronger tendency not to delegate tasks
to AI but to perform tasks they want to do themselves and tasks they believe
they can accomplish. AI that can perform tasks that people do not want to do
can be expected to be put into practical use sooner. The high machine ability
is still important. Even for tasks that are not highly delegated at present, it is
expected that the level of delegation might increase as technology develops.

A Task Category Clustering Result

See Table 11.

Table 11. Task category clustering result.

Cluster Tasks

1 Moving & packing merchandise in a warehouse for shipping to customers

1 Writing reports and publishing Olympic (or other sports) results, standings,

and stats (sports news coverage)

1 Assembling automobiles in a factory

1 Filling out and submitting your federal tax return paperwork

2 Diagnosing whether a person has the flu

2 Setting tariffs on goods imported from China

2 Inferring damage for insurance purposes after a car accident

2 Monitoring your health and alerting when you should go to the doctor

2 Detecting and removing fake/deceptive online reviews (e.g., for hotels or

products)

2 Picking jobs to apply to

2 Advising people on nutrition/their diet to help improve their health, similar

to what a nutritionist might do

2 Taking photos of a planned event, such as a wedding or graduation, similar

to what a professional photographer might do

2 Responding to emails at work

2 Scheduling an important business meeting with several co-workers

continued
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Table 11. continued

Cluster Tasks

2 Describing images or scenes for visually impaired people

2 Translating an article you’d like to read from a foreign language to English

2 Driving to work

2 Driving a truck delivering goods/cargo between cities

2 Serving food to customers at a restaurant

2 Assisting an elderly person with showering or bathing

3 Diagnosing whether a person has cancer

3 Predicting the sale value of a real estate property

3 Monitoring a person’s driving and intervening when they’re distracted/in

danger of making a mistake (e.g., emergency braking)

3 Detecting/recognizing abnormal or suspicious activities of people in crowds

in public places for the purposes of security and safety (similar to part of

what a police officer might do)

3 Cleaning up toxic waste, e.g., after a chemical spill

3 Establishing compensation/wage/salary level for an employee

3 Identifying people who attended a political rally

3 In court, determining a defendant’s risk (e.g., in committing another crime

or missing the court date), to help judges make decisions about bail,

sentencing, or parole

3 Helping stroke patients with physical rehabilitation, by guiding or assisting

with exercise motions when needed (similar to what a physical therapist

might do as part of their job)

3 Analyzing and controlling the flow of traffic in a city

3 Analyzing and sorting legal documents for important information, e.g., to

find legal precedents for arguing a case in court (similar to some of what a

paralegal might do)

3 Analyzing financial market conditions and executing market orders for a

large company (e.g. buy/sell stocks)

3 Conducting a risk prognosis assessment for deciding which patients to

transfer to the ICU given limited resources (intensive care)

4 Writing a birthday card to your mother

4 Writing a blog post

4 Playing a board game (e.g., Monopoly, Scrabble)

4 Guiding and explaining exhibits in a museum (similar to what a museum

tour guide might do)

4 Thinking of conversation topics while hanging out with friends

4 Picking a movie to watch with a group of friends

4 Cooking dinner

4 Choosing and ordering food to eat for dinner

4 Cleaning your house

4 Playing a competitive game (e.g., poker, Starcraft, Dota2)

4 Brushing your teeth

4 Helping elderly individuals to increase their mobility by guiding them

through crowded public spaces (e.g., walking to the grocery store)

4 Picking out and buying a birthday present for an acquaintance

4 Picking songs to listen to

4 Picking a movie to watch

4 Buying groceries

continued



64 H. Jin and M. Uchida

Table 11. continued

Cluster Tasks

5 Explaining the diagnosis and treatment options for the flu to a patient

5 Identifying and flagging fake/deceptive news articles

5 Identifying the social relationship between two people (e.g., are they friends,

a couple, strangers, siblings)

5 Predicting the sexual orientation of a person

5 Managing your personal finances/investments (similar to what a financial

advisor might do)

5 Helping to locate a missing child by searching public spaces

5 Finding and rescuing survivors after earthquakes

5 Coordinating and oversee construction of a building, e.g., consulting with

engineers, surveyors, specialists, and construction workers – similar to some

of what an architect might do

5 Walking your dog

5 Deciding which applicants to hire as new employees for an open position at

work

5 Monitoring farm animals’ (e.g., cows) behavior, predicting health issues, and

alerting the farmer

5 Voting in federal elections

5 Writing reports and publishing updates on House/Senate/gubernatorial

races during election day (election news coverage)

5 Tracking important moments and information and creating memory aids for

elderly people

5 Assisting your elderly parent

5 Cutting, drying, and styling hair, similar to what a barber or hairstylist

might do

6 Picking which advertisements to show to people on social media websites

6 Finding people who might like to meet for a date

6 Analyzing and critiquing aesthetic qualities of photographs or other forms of

art

6 Writing a novel or a short story (creative writing)

6 Designing new clothing to manufacture and sell (similar to what a fashion

designer might do)

6 Picking a topic to write a short story about

6 Choreographing dance moves for a person to perform

6 Planning menus and developing recipes at a restaurant

7 Responding to 911-police incident reports, similar to what a patrol officer

might do

7 Babysitting your child

7 Diagnosing whether a person has depression

7 Explaining the diagnosis and treatment options of depression to a patient

7 Devising treatment plans for patients with depression

7 Devising treatment plans for patients with cancer

7 Devising treatment plans for patients sick with the flu

7 Identifying and flagging online hate speech

7 Teaching a religion’s doctrine and practices to followers, similar to some of

the responsibilities of clergy/religious leaders

7 Arguing your case when you’re a defendant in a criminal court

7 Providing and coordinating patient care in a health facility, similar to a

small part of what a Registered Nurse might do

continued
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Table 11. continued

Cluster Tasks

7 Explaining the diagnosis and treatment options of cancer to a patient

7 Interviewing job applicants and rating candidates

7 Deciding military actions such as whether to launch airstrikes

7 Deciding which applicants receive a loan from a bank (loan assessment)

7 Serving on jury duty: deciding if a defendant is innocent or guilty

8 Teaching your child elementary school math (e.g., multiplication, fractions)

8 Finding products you might be interested in while you’re shopping

8 Telling a joke

8 Picking which news stories to show to people on social media websites

8 Asking a person out on a date

8 Editing an internet forum comment before you post it (e.g., for maximum

popularity)

8 Deciding on an outfit for you to wear

8 Drawing or painting something (making art)

8 Reading bedtime stories to your child

8 Breaking up with your romantic partner

8 Reviewing a book or a movie
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Abstract. The Peer Data Labelling System (PDLS) is a novel and
extensible approach to generating labelled data suitable for training
supervised machine learning (ML) algorithms for use in Child Computer
Interaction (CCI) research and development. For a supervised ML model
to make accurate predictions it requires accurate data on which to train.
Poor quality input data to systems results in poor quality outputs often
referred to as garbage in, garbage out (GIGO) systems.

PDLS is an alternative system to commonly employed approaches to
facial and emotion recognition such as the Facial Action Coding System
(FACS) or algorithmic approaches such as AFFDEX or FACET.

This paper presents the approaches taken to evaluate the effectiveness
of PDLS. Algorithmic approaches did not produce consistent classifica-
tions and major amendments to the PDLS would be required if that
validation route was pursued. The human review process found that the
pupil observers and reviewers reached consensus in classifying most of
the data as engaged. Recognising disengagement is more challenging,
and further work is required to ensure that there is more consistency in
what the participants recognise as engagement and disengagement.

Keywords: Data labelling · Engagement · Machine Learning

1 Introduction

The Peer Data Labelling System (PDLS) [18] is a novel and extensible app-
roach to generating labelled data suitable for training supervised machine learn-
ing (ML) algorithms for use in Child Computer Interaction (CCI) research and
development. For a supervised ML model to make accurate predictions it requires
accurate data on which to train. Poor quality input data to systems results in
poor quality outputs often referred to as garbage in, garbage out (GIGO) sys-
tems.

PDLS is an alternative system to commonly employed approaches to facial
and emotion recognition such as the Facial Action Coding System (FACS) [8]
or algorithmic approaches such as AFFDEX [1,16] or FACET [14]. This paper
describes the methods used to evaluate the effectiveness of PDLS.
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1.1 The Peer Data Labelling System (PDLS)

The PDLS uses peer observation to synchronously capture and label video data.
In the original studies [18] pupils worked in pairs as a learner and an observer.
The learner was recorded completing a computerised task while the observer
logged their ongoing engagement with the task as a binary value, engaged or
disengaged. The logged values were used to split the video into clips labelled
either engaged or disengaged. On completion of the task the pupils swapped
roles and repeated the process. The pupils also completed a questionnaire to
assess their feelings on the PDLS. The PDLS was evaluated against the usabil-
ity metrics effectiveness, efficiency and satisfaction and was judged to be both
efficient and satisfactory. Further work was required to validate the effectiveness
of the PDLS and this paper describes that process.

1.2 Engagement

Pupil engagement is widely considered a positive factor and an important driver
of pupil attainment [3]. Definitions of engagement range from a focus on inter-
action with a specific learning activity to a multidimensional approach requiring
the pupil to engage at behavioural, affective and cognitive levels [10]. The PDLS
study considered engagement on task, namely a pupil’s interaction with a com-
puterised learning activity completed within a school classroom. Furthermore,
while some scholars conceptualise engagement and disengagement as related but
separate phenomena [9], within this context, engagement and disengagement are
treated as opposing ends of a single scale.

1.3 Methods of Emotion Recognition

A popular and established system for emotion recognition is the Facial Action
Coding System (FACS) [8]. Originally developed in the 1970s, but still used
today, FACS breaks down facial expressions into combinations of muscle move-
ments called Action Units (AU) [4]. One drawback to FACS is the considerable
training required, which at the time of writing is estimated by the Paul Ekman
Group to be between 50 and 100 h [7]. Additionally, for the large corpus of videos
or images required to train a ML model, the time required for a group of trained
practitioners to retrospectively label the data is likely to render such an approach
impractical.

An alternative approach commonly used both in academia and commer-
cially is to automate the emotion classification process using algorithms such
as AFFDEX [1,16] or FACET [14]. There are several studies [6,19] that attempt
to validate the comparative effectiveness and performance of the algorithms.
Software such as iMotions [11] can combine facial expression analysis with other
sensors such as eye tracking or an electroencephalography (EEG) to combine a
range of insights into the human emotional state [13]. Although the algorith-
mic approach clearly has the potential to save considerable time compared to
the retrospective analysis by human experts outlined above and can be used
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to perform real-time analysis, there is concern that current emotion recognition
systems are less accurate than their human counterparts when employed on chil-
dren [2]. Here it is argued that a real-time evaluation and classification at point
of capture performed by child observers has the potential to offer significant
benefits over either approach.

1.4 Existing Data Sets for Machine Learning that Include Children

A search for existing data sets featuring children, that are suitable for use in
behavioural studies, indicates that specialised child-centred data sets are rela-
tively scarce. Princeton University Library have curated a directory of databases
containing face stimulus sets available for use in behavioural studies of which
just four are specific to children [20]. The most substantial database The Child
Affective Facial Expressions Set (CAFE) [15] features around 1200 pictures of
children aged 2 to 8. There are three other databases listed [12,17,21] all of which
are relatively specialised and small, particularly compared to more generalised
image data sets such as ImageNet [5]. This lack of material restricts the options
for CCI researchers looking for data as a starting point on which to train their
models.

2 Assessing Accuracy Using iMotions

The iMotions software was used to perform post hoc verification of the labels
generated by PDLS. The video data from the first study was input into iMotions,
which was configured to perform emotion analysis using the Affectiva AFFDEX
algorithm [1] which reports on a range of emotions including engagement.

Before analysis by the software, the video data was standardised at 25 frames
per second and further broken down into 3 s clips for ease of processing. Attempts
to process the full-length videos caused the software to fail. The software was
unable to perform an engagement classification on many of the frames indicated
by 0 in the report. In other cases, it generated percentage scores that fluctuate
from one end of the scale (0 to 100) to the other over very short timescales
(Table 1).

In the given example, which covers a period of just over half a second (553
ms) the software reported results ranging from no classification to engagement
levels ranging from <1% to >98%. The most likely cause of the fluctuations are
noise in the data but these scores clearly differ from the children’s judgements
which were more consistent and longer in duration. This may also reflect, at
least in part, the preservation of the context in which the original judgments
were made.

It should be noted that iMotions allows the user to calibrate the software
where analysis is performed at the point of capture, but the retrospective val-
idation used did not allow for this, which may have affected the results. The
iMotions software also supports a multimodal approach to classification, offering
additional tools such as electroencephalogram (EEG), electromyography (EMG),
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Table 1. Segment of the iMotions Engagement Report using Affectiva AFFDEX

Timestamp (ms) Engagement Rating %

14252 0.13487616181373596

14298 0.098771192133426666

14344 0

14390 0.23590019345283508

14436 0

14482 0.85175901651382446

14528 60.243587493896484

14575 98.717597961425781

14621 0

14667 0

14713 0

14759 98.322868347167969

14805 13.619963645935059

and electrocardiogram (ECG) which extend its analytical capabilities beyond
facial coding. However, such features require a range of different sensors to cap-
ture the data, which also makes such an approach unfeasible for capturing and
labelling the data on the scale required in a classroom.

Using iMotions to validate this data set was not considered viable due to
both the fluctuations in the data and the large number of instances where the
software was not able to make a classification. The second approach to classifying
the data employed expert reviewers who viewed the same video footage.

3 Assessing Accuracy Using Reviewers

3.1 Participants

Two reviewers, Reviewer 1 (R1) and Reviewer 2 (R2) watched the videos
recorded during the PDLS studies. During the original study, a pupil observer
watched another pupil, the pupil learner complete a computerised task and used
a simple web interface to record their engagement status as either engaged or dis-
engaged. Using the same interface, the reviewers judged the level of engagement
of the pupil learner using the same binary classification. Once both reviewers
had independently reviewed the footage the first author reviewed the results to
establish where there were differences between the reviewers’ and the pupils’
judgments.

Both reviewers are qualified educators currently working in Higher Education
with significant experience of working with children of this age group. R1 was a
secondary school teacher in the UK (children aged 11–16 years) before moving



Evaluating the PDLS 71

to higher education. The author is also an experienced educator who has also
previously worked as a secondary school teacher.

The reviewers were familiar with the project and the notion of engagement
on task utilised in this work. The reviewers received no additional training to
support them in identifying engagement or disengagement.

3.2 Apparatus

A web interface was developed that presented the reviewers with a list of videos
generated by the original studies. On selecting a video from the list, a page
loaded, showing the video recording from the study and the logging interface.
The reviewers selected their ID from the Validator drop-down list and the Study
ID was prepopulated. On selecting the Play Video button, the video started, and
the reviewers used the Record Engagement drop-down list to select the pupil’s
engagement status as either engaged or disengaged. This is the same method
that the pupils used to generate the statuses when they observed the original
study (Fig. 1).

Fig. 1. Interface for Validating a Study

On selecting Play Video, a timestamp was generated capturing the video
start time and written to a database. When the video ended, a timestamp was
automatically generated representing the end of the video (Table 2).

When the reviewers logged a change in engagement status a timestamp was
generated and written to the database along with the engagement status. Table 3
shows this for Study ID 166.

From this, the start and end times for each observed engagement status were
derived (Table 4).

Finally, the offset into the video was calculated, and the starting point and
duration of each period were calculated. This process is shown for Study id 166
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Table 2. Video Start and End Times - Reviewer 1

uid study id start time end time

uid study id start time end time

R1 166 1686554794 1686555222

R1 171 1686555249 1686556345

R1 172 1686562958 1686563733

R1 173 1686563761 1686564978

R1 196 1688315013 1688315310

R1 212 1688315329 1688316061

R1 213 1688316199 1688316743

R1 219 1688316760 1688317003

R1 231 1688317025 1688317203

R1 237 1688317224 1688317642

R1 238 1688317662 1688318123

R1 239 1688318138 1688319151

R1 242 1688319186 1688319480

R1 243 1688322608 1688323050

R1 244 1688323067 1688323763

R1 245 1688323779 1688323926

R1 246 1688323942 1688324251

Table 3. Generating Engagement Timestamps

uid status id time

R1 ENGAGED 166 1686554798

R1 DISENGAGED 166 1686554814

R1 ENGAGED 166 1686554820

R1 DISENGAGED 166 1686554876

R1 ENGAGED 166 1686554879

R1 DISENGAGED 166 1686554919

R1 ENGAGED 166 1686554921

R1 DISENGAGED 166 1686555046

R1 ENGAGED 166 1686555049

R1 DISENGAGED 166 1686555124

R1 ENGAGED 166 1686555126

R1 DISENGAGED 166 1686555200

R1 ENGAGED 166 1686555203
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Table 4. Engagement Statuses - Study 166

Start End Study ID Status

1686554798 1686554813 166 ENGAGED

1686554814 1686554819 166 DISENGAGED

1686554820 1686554875 166 ENGAGED

1686554876 1686554878 166 DISENGAGED

1686554879 1686554918 166 ENGAGED

1686554919 1686554920 166 DISENGAGED

1686554921 1686555045 166 ENGAGED

1686555046 1686555048 166 DISENGAGED

1686555049 1686555123 166 ENGAGED

1686555124 1686555125 166 DISENGAGED

1686555126 1686555199 166 ENGAGED

1686555200 1686555202 166 DISENGAGED

1686555203 1686555222 166 ENGAGED

for R1. It shows that R1 logged the first engaged status at 4 s. R1 did not see a
change in status for 16 s, at which point a disengaged status was recorded for a
period of 6 s, and so forth (Table 5).

This process was repeated for both the reviewers and the original pupil obser-
vations for all studies.

3.3 Results

To understand how the reviewers and pupils perceived disengagement over time,
the frequency of the period of recorded disengagement for all the studies was
derived. Table 6 summarises the time span of the disengagement observations,
ranging between one and twenty seconds, grouped by the observers, and Fig. 2
plots the data.

R1 has recorded 14 instances of disengagement with a duration of 2 s and
26 instances of disengagement with a duration of 3 s. In the original studies,
the pupil observers only recorded a single instance with a duration of 2 s and 6
instances of disengagement lasting 3 s. R2 recorded six instances for both periods.
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Table 5. Completed Validation Timings (Study 166)

Start: 4 Duration: 16 Status: ENGAGED

Start: 20 Duration: 6 Status: DISENGAGED

Start: 26 Duration: 56 Status: ENGAGED

Start: 82 Duration: 3 Status: DISENGAGED

Start: 85 Duration: 40 Status: ENGAGED

Start: 125 Duration: 2 Status: DISENGAGED

Start: 127 Duration: 125 Status: ENGAGED

Start: 252 Duration: 3 Status: DISENGAGED

Start: 255 Duration: 75 Status: ENGAGED

Start: 330 Duration: 2 Status: DISENGAGED

Start: 332 Duration: 74 Status: ENGAGED

Start: 406 Duration: 3 Status: DISENGAGED

Start: 409 Duration: 19 Status: ENGAGED

Table 6. Comparative Observation of Disengagement by Duration over all Videos

Frequency of Observation

Duration (secs) R1 R2 Pupil Observer

1 0 1 0

2 14 6 1

3 26 6 6

4 8 4 9

5 3 0 5

6 8 2 2

7 5 1 5

8 6 6 2

9 2 1 2

10 1 1 2

11 0 1 3

12 0 1 2

13 1 2 1

14 0 1 1

15 1 0 0

16 1 0 1

17 0 1 0

18 0 0 0

19 0 1 0

20 0 0 0



Evaluating the PDLS 75

Fig. 2. Comparative Observations of Disengagement by Duration over all Videos

Figure 3 shows the distribution for all the videos. Two outliers from the
Pupil Observer data for Study 173 with durations of 334 and 198 s have been
omitted to aid in visualising the data shown on graph 3f. Box plots indicate
the distribution of the data around the median with the box bounding 50% of
the data lying between the 1st and 3rd quartile, also known as the interquartile
range. In all three plots, the mean value is higher than the median and the
data is said to be positively skewed. Data points falling outside the whiskers are
referred to as outliers and, indicate logged periods of disengagement that are not
in line with the other observations. In this case, they are all much greater than
the other observed durations.

The median values logged for the duration of disengagement are 3 s for R1,
6 s for R2, and 7 s for the pupil observer. The mean values are 4.68 s for R1,
6.63 s for R2, and 20 s for the pupil observers.
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Fig. 3. Observed Disengagement by Duration

3.4 Normalised Results

The comparative observations of disengagement shown in Fig. 2 suggest that R1
was more inclined to record short periods of disengagement lasting two or three
seconds, which were not observed in the original study or by R2. On reviewing
the data, the author identified that often the subject appeared temporarily dis-
tracted and immediately returned to the task, and as such did not disengage. To
remove these anomalies from the data set, all the logged values with duration ≤
3 s were discarded.

The author also reviewed the other instances of recorded disengagement that
fell outside the interquartile ranges in the data. In Study 173, the Pupil Observer
recorded periods of disengagement lasting 469 and 198 s, which deviate signifi-
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Table 7. Normalised Comparative Observation by Duration

Revised Frequency of Observation

Duration (secs) R1 R2 Pupil Observer

1 0 0 0

2 0 0 0

3 0 0 0

4 6 3 9

5 3 0 4

6 7 2 3

7 3 0 2

8 4 5 2

9 2 1 1

10 1 1 1

11 0 1 1

12 0 1 0

13 1 2 1

14 0 1 1

15 1 0 0

16 1 0 1

17 0 1 0

18 0 0 0

19 0 1 1

20 0 0 0

cantly from the other instances recorded, so this study was discarded. Likewise
in Study 213 the Pupil Observer recorded periods of 26 s and 40 s of disengage-
ment that were not validated by R1 or R2. Other than some minor distraction,
the author could not discern disengagement lasting for these time spans. Study
213 was discarded.

Studies 237 and 239 also have long periods of disengagement recorded by the
Pupil Observer of 39 s and 31 s, respectively, which were not supported by the
reviewers. In Study 237 the subject has a brief conversation with the teacher but
continues to work, and in Study 239 the subject appears confused by the task
and says “I don’t get it” but continues to work. Both studies are discarded.

Table 7 summarises the revised time span of the disengagement observations
that range between 1 and 20 s after removing the anomalies and Fig. 4 plots the
data.

Table 8 and Table 9 summarise the data normalisation process. Eighty-six
instances of logged disengaged statuses have been discarded, reducing the count
from 161 to 86 occurrences. Most of these come from the validation exercise,
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Fig. 4. Normalised Comparative Observations by Duration

Table 8. Summarised Disengagement by Duration

R1 R2 Pupil Observer

Count 76 35 50

Average 4.68 6.63 20

STD 2.93 4.60 52.76

Median 3 6 7

Table 9. Normalised Summarised Disengagement by Duration

R1 R2 Pupil Observer

Count 29 19 27

Average 7.10 9.58 7.26

STD 3.08 4.15 4.03

Median 6 8 6

with 47 instances discarded from R1 and 16 from R2. From the original study,
23 instances of disengagement were discarded, 7 of which had a short duration
of 2 or 3 s.
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Fig. 5. Normalised Observed Disengagement by Duration

The removal of the outliers from the study data has reduced the mean dura-
tion from 20 s to 7.26 s, while discarding the observations with a short duration
has decreased the median value from 7 to 6 s.

Figure 5 shows the normalised distribution for the entire data set.

3.5 Data Validation

Table 10 summarises the normalised observation of disengagement for all the
included studies.

Study 212 appears to be different from the other studies in terms of the
frequency of the observations. On review, there was little evidence to support
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Table 10. Normalised Instances of Observations of Disengagement

Study ID Pupil Observer Validator 1 Validator 2

Study ID Pupil Observer Validator 1 Validator 2

166 No Disengaged
Status

171 526–530 s 525–538 s 529–537 s

172 150–154 s
313–319 s
345–350 s
405–409 s

150–159 s
312–316 s
400–404 s

150–154 s
397–408 s

196 75–79 s
114–118 s

74–80 s
115–121 s

69–79 s

212 24–31 s
37–46 s
72–77 secondsv
85–90 s
133–147 s
158–163 s
185–192 s
211–217 s
231–235 s
301–311 s
357–373 s
399–403 s
457–468 s

20–35 s
160–166 s 355–
363 s
398–403 s

353–361 s

219 24–31 s
93–105 s
133–138 s
172–180 s

21–37 s
105–112 s

19–38 s
104–112 s

238, 242,
243

No Disengaged
Status

244 627–631 s
681–694 s

245 No Disengaged
Status

246 297–305 s 294–307 s

the Pupil Observer’s observations of disengagement. During the instance logged
starting at 37 s, the learner looks amused and may be slightly distracted, but
appears to continue working on the task. The Pupil Observer logs two instances
of disengagement between 72 and 90 s each lasting 5 s where the learner continues
to work. Likewise with the other observations it appears that the pupil may be
amused by some external event which may be generated by the observer but
does not appear to disengage from the task.
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Discarding the observations from Study 212 leaves 11 studies and yields 14
instances of disengagement logged with 9 validated or 64% and a duration of
80 s. During the same period, the pupil observer recorded 3530 s of engagement,
indicating that the learners were disengaged for just over 2% of the time while
performing the task set. Table 11 summarises the validated disengagement data
and indicates that the pupils were disengaged for just 53 s during the study.

Table 11. Validated Disengagement

Study ID Validated
Disengagement

171 4 s

172 4 s
6 s
4 s

196 4 s
4 s

219 7 s
12 s

246 8 s

4 PDLS Effectiveness

What then does this say about the effectiveness of the PDLS process? First,
the majority of the data labelled during the process is verified by the reviewers.
That is to say, in this study the default state of the learners is engaged and the
process is accurate and effective in identifying engagement.

Identifying disengagement is more problematic, and the review process iden-
tified weaknesses in the process. Reviewers were divided on what constitutes
disengagement in this context. R1 recorded a high number of instances of 2 or
3 s that R2 and the pupils did not log as disengagement.

R1 appears to have recorded a status when the pupil is temporarily distracted
and the challenge here is that because the process is conducted in real time there
is no way of knowing how long the distraction will last. The approach taken here
was to discard the data, but an alternative approach could be to ignore small
durations of disengagement and change the label to engaged. The latter approach
would clearly help the efficiency of the PDLS process. Either way, training for
the observers to aid consistency in drawing the distinction between temporary
distraction and disengagement from task before they participate may create more
consistent observations and improve the effectiveness of the process.

The reviewers indicated that the interface to record the engagement status
was difficult to use and that the feedback from the software was not clear enough.
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The current system used a drop-down box to toggle between classifications,
and this can be replaced by a clicker, which would facilitate recording statuses
without having to concentrate on the screen. The textual on-screen feedback as
to the current engagement level can be replaced with a larger graphic to help
participants quickly identify the current recorded status.

5 Conclusion and Further Work

The PDLS [18] is intended as a system for generating labelled data using peer
observation. This paper evaluates the effectiveness of the process using both the
iMotions software and human reviewers. The iMotions software did not produce
consistent classifications and major amendments to the PDLS would be required
if that validation route was pursued. The human review process found that the
pupil observers and reviewers reached consensus in classifying most of the data
as engaged. Recognising disengagement is more challenging, and further work
is required to ensure that there is more consistency in what the participants
recognise as engagement. Several changes are proposed for the software interface
prior to further studies to support more efficient recordings.

Further work will concentrate on the development of the PDLS process. In
particular the accuracy of the data labelling process which should be supported
with better briefing for participants and an improved interface for logging. It
is intended that a library of tasks will be developed to better support data
collection. In doing so it is hoped that a corpus of data will be built to support
other researchers who wish to carry out ML based tasks with children.
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Abstract. Virtual reality technologies are being integrated into pro-
fessional training and school education. Applications for practice and
learning in both formal and informal settings are becoming more preva-
lent as the cost of headsets decreases, making these technologies more
accessible to students and schools alike. Furthermore, the emergence of
Large Language Models, such as the one supporting ChatGPT, which
is widely available, opens up new possibilities for enhancing immersive
learning experiences through interactive characters. This paper presents
the design process of an immersive VR system for school students, where
VR avatars assist students in critically engaging with historical topics.
In a reconstructed historical scenario, avatars represent historical figures
and are trained to advocate for a given thesis. Students can interact
with these virtual characters through voice interaction and ask ques-
tions to better understand a historical situation. Additionally, students
can immerse themselves in the app in small groups, interact with mul-
tiple avatars simultaneously, listen to different theses, and avatars can
engage in dialogue with each other while the student observes.

Keywords: immersive virtual reality · learning experience ·
interactive system design

1 Introduction

Over the last few decades, Virtual Reality (VR) have become increasingly impor-
tant in various aspects of our daily lives [10,32]. They have radically changed
our experience of interacting with the digital world and introduced new possi-
bilities in various fields. Among the many applications, the use of headset has
proven to be particularly promising in the field of education [14]. They have
been transformed from simple entertainment devices into powerful and multi-
functional educational tools [25]. The use of headset in education has evolved
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from engaging graphical simulations to fully immersive and interactive educa-
tional experiences. These devices enable students to observe and actively partic-
ipate in lessons and activities, fostering deeper engagement and learning [7]. For
instance, in scientific and medical fields, headset enable students to explore the
human body in detail, simulate laboratory experiments, or even assist in virtual
medical procedures [11,15,23].

Another important aspect is the ability to adapt to learning contexts [8]. This
technology allows educators to create personalised learning experiences that meet
the specific needs of students [26,28]. By developing customised learning scenar-
ios, headset facilitate different learning styles, ensuring each student learns in
a suitable environment [4,16]. The use of virtual learning environments signif-
icantly extends educational opportunities beyond the limitations of traditional
classrooms. Moreover, The potential of VR became even more evident during
the lockdown imposed by the COVID-19 pandemic in 2020. Indeed, in VR stu-
dents can engage in remote lessons from any location, explore virtual museums,
and collaborate with peers on educational projects without the need for physical
proximity [3,13]. Before the pandemic period, the use of VR devices was mainly
driven by students, while institutions were cautious and slow to embrace and
integrate VR into teaching-learning processes. According to a study by Mario
A. Rojas-Sánchez et al. [24] the pancemic period has transformed this perception.
In this period, artificial intelligence has also begun to find increasingly relevant
applications in people’s daily lives. For example, robots equipped with Artificial
Intelligence (AI) for more naturally perceived multimodal interaction are now
being experimented with as domestic support, particularly for the elderly [5,9].

Exploring the fusion of VR and AI, researchers such as M. Luck and R.
Aylett [17] start to investigate the integration of these two technologies to estab-
lish Intelligent VR Environments. The addition of AI added a new dimension
of intelligence and adaptability to virtual environments, enabling more person-
alised and interactive experiences. Users can now interact with intelligent vir-
tual agents, receive contextual responses and experience virtual environments
that dynamically respond to their actions and choices. Shaunak K Bakshi et al.
[2] emphasize the promising prospects of combining AI and VR specifically in
the realm of medical training. When discussing the interaction between AI and
humans, it is important to consider the collaborative aspect of this interaction.
Dafoe et al. in [12] introduce the collaborative method as a new perspective.
They argue that machines must learn to agree with human expectations and
collaborate effectively with them. The authors list four key components of coop-
erative intelligence: Understanding, Communication, Engagement, and Norms.
These components are similar to human collaborative activities. We also need to
consider the Human-Centred Design (HCD) factor. Battistoni et al. [6] explain
how to adapt the HCD process to give the AI as the user a central role, to fur-
ther empower the interactive system, and to adapt the interaction design to the
actual capabilities, limitations and potential of the AI. The authors emphasise
the importance of interaction simplicity for AI’s continuous learning, promot-
ing improvement through engagement and contextual understanding. Clarity of
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user input promotes accurate interpretation and reduces repetition of learning.
Context awareness is also essential, allowing AI to adapt interaction methods
and feedback mechanisms. Patton et al. [20] emphasise that television and video
games are common sources of distraction for children.

This paper outlines the development journey of an immersive VR system
tailored for school students, aiming to enhance their critical engagement with
historical subjects. Within a reconstructed historical setting, VR avatars take on
the roles of significant historical figures, adeptly advocating for specific theses.
Students are empowered to interact with these virtual characters via voice com-
mands, probing them with questions to deepen their comprehension of historical
contexts. Moreover, students have the opportunity to immerse themselves in the
application within small group settings, engaging simultaneously with multiple
avatars presenting various theses. Notably, “avatars engage in dialogue amongst
themselves, providing students with an insightful observational experience.”

2 Literature Review

According to AlGerafi et al. [1], VR and Augmented Reality (AR) offer a person-
alized educational experience. It is important to promote immersive and inter-
active learning environments and demonstrate how these technologies promote
active learning, collaboration and critical thinking through interactive simula-
tions and experiences. The study of AlGerafi et al. emphasises the importance
of providing equal opportunities for all students to access AR and VR tools, to
ensure that all learners can benefit from these innovative technologies. The study
by Makransky G. et al. [18] examines the impact of VR on science education,
with a particular emphasis on its effects on virtual science learning. The study
findings suggest that the integration of VR technology enhances the study expe-
rience, particularly in terms of presence and motivation. Marougkas et al. [19]
found that integrating VR applications with some types of learning is considered
more effective. Infact, Li Ying at al. [31] found that VR can enhance the effec-
tiveness of the curriculum by providing an immersive environment. This allows
students to intuitively understand abstract concepts that are often difficult to
describe. Pherson-Geyse et al. [22] also point out that experiences outside the
classroom help students connect theory to real-life situations.

Peixoto et al. [21] argue that the use of VR has a positive relationship with
student and foreign language learning, especially when compared to conventional
pedagogical practices. The use of VR has a positive relationship with student
motivation and satisfaction. Cantone et al. [10] developed a VR world for for-
eign language learning. The study focused on the effectiveness of this approach
and the importance of using virtual objects in the scene. Also Scavarelli et al.
[29] suggest that considering the accessibility and interaction between physical
and virtual environments is crucial in the context of learning. Moreover, VR in
education enhances students’ understanding of topics, performance, grades, and
educational experience [30]. Romano et al. [27] conducted a usability experiment
suggesting that recreational activities should be included in VR systems. This
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study points us to a probable problem with regard to the loss of interest and
attention during long periods of interaction with the system. The inclusion of
recreational activities can help to prevent this situation.

3 Contextual Analysis

A recent investigation in two high schools in south of Italy has revealed a dis-
crepancy between the widespread talk about new technologies, especially VR
headsets, and their actual use in learning. Despite the growing discussion and
promises associated with the integration of these technologies in the educational
context, the outcomes of the investigation indicate a low effective adoption rate
by high schools. Many students feel unmotivated and bored with traditional
learning methods. However, most students do not believe that these methods
should be completely replaced. Instead, they suggest integrating them with
playful and entertaining activities. These activities can help make the concepts
learned in class more memorable by providing a more dynamic and engaging
approach to learning. This finding highlights the significance of implementing a
balanced approach that considers both conventional methods and modern tech-
nologies in education. These findings are in line with the experiences of teachers
and researchers working in the field of education. To enhance the effectiveness
of teaching, it is important to integrate recreational and entertainment activi-
ties. This overlap of perspectives underlines the need for innovative approaches,
taking into account students’ preferences and needs, to promote more engaging
and meaningful learning.

3.1 Current Situation: Students Real-Life After School Scenario

According to teachers, researchers and students’ feedback, a representative pic-
ture of the current situation has been outlined in Fig. 1, highlights a growing
sense of loss of interest and motivation in traditional learning methods. This sce-
nario illustrates an increasing lack of motivation and disinterest among students
towards traditional learning methods. Students report feeling bored during class
and believe that these methodologies are not engaging or stimulating enough.
This scenario highlights the importance of reviewing and adapting educational
practices to match the needs and preferences of today’s students.

Given the current situation, we propose focusing on two distinct learning
moments: classroom instruction and autonomous learning at home. Specifically,
we believe it is crucial to modify the latter to prevent students from becoming
bored or disinterested while studying independently. Students may lose interest
when studying alone, especially if the material is not engaging or stimulating.
To prevent boredom and keep them motivated to continue their own learning,
autonomous learning can be modified to make it more interesting. The aim of
this study is to investigate how to enhance the enjoyment of studying for stu-
dents, with a focus on independent study in humanities, specifically history. To
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Fig. 1. Student real-life after school scenario (AS IS scenario)

achieve this, we propose developing innovative approaches that involve interac-
tive, engaging, and personalized activities to make studying a more stimulating
and rewarding experience.

According to the students’ feedback, we carried out a representative real-life
after school scenario. Figure 1 presents a student real-life after school scenario,
which will be explained in the following.

Student real-life after school scenario (AS IS scenario)
The student is following a history lesson about the political factions of the Guelphs and
Ghibellines in Italian history 1 of 6 . He is interested in the subject matter taught during
the frontal lesson. He wants to continue studying it independently at home 2 of 6 . The
boy starts to study at 15:30 (3.30pm) 3 of 6 but is quickly distracted by other more
engaging activities 4 of 6 . At 18:30 (6.30pm), he found himself forced to study quickly
5 of 6 , relying on less reliable sources before dinner 6 of 6 .

Scenario

3.2 Potential Requirements Throw Intelligence Centred Design
Approach

To help students learn independently, we have designed a solution that com-
bines AI and VR. After attending a lecture on a particular topic, students can
reinforce what they have learned in the classroom through an engaging learning
approach. Wearing a VR headset, students can be transported directly into the
historical context being studied, creating an immersive and participatory expe-
rience. The aim is to make students feel an integral part of the historical period
they are studying, allowing them to listen to the speeches of the characters of
the time. Moreover, the ability to actively interact with the VR environment
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and characters allows students to ask questions and receive direct answers from
virtual characters.

Based on lesson learned of previous studies [4,6,16] and on current situation
scenario, we define some possible requirements in Table 1.

3.3 Transformation Scenario

Based on the requirements outlined in the previous section, the system we pro-
pose is centered around an Immersive Virtual Reality (IVR) app, where various
historical settings are reconstructed. Within each setting, one or more historical
characters endowed with AI capabilities are present. Through verbal commu-
nication or an alternative message-based communication system, which can be
accessed through a panel appearing when the user approaches, users can engage
in conversation with these characters. The AI can be based on OpenAI’s APIs
but trained on one or more specific theses, enabling the character to respond
as one would expect from the real historical figure. The app can be configured
for single-user or multi-user use, allowing students to interact independently
or in the presence of a teacher and classmates. A particular case is when two
characters can engage in dialogue with each other based on user input.

The visionary scenario in Fig. 2 allows us to describe the complete future
system in detail, based on our analysis.

Visionary scenario based on our analysis.
The student is attending a history lesson on the political factions of the Guelphs and
Ghibellines in Italian history 1 of 6 . He is interested in the subject matter taught dur-
ing the lesson and wish to continue studying it independently at home using the new
methodology 2 of 6 . After school, he quickly went home, anxious to learn more. He is
very lucky because his school is using a new VR methodology to teach some subjects such
as art, history and literature. Upon arriving home, the student puts on his VR headset;
the immersive experience allowed him to take part in historical landscape of old Italy.
He walks through the old Italian streets until they encounter two of the characters that
their teacher explained during the lesson 4 of 6 . Two representatives of the Guelphs and
Ghibellines factions are engaged in a conversation. The student interrupts them to ask
some questions. The discussion continues between the two virtual AI characters and the
guy, until one of the characters informs him that he has covered all the knowledge that
his teachers presented in the frontal lesson. Despite this, the guy still the need to ask
further questions of the two AI characters 5 of 6 . When he took off his VR headset, he
was amazed at how the technology made history lessons an interactive experience. The
guy has gained enough knowledge, but he is still fascinated and would like to read the
PDF of the course as well. 6 of 6 .

Scenario
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Table 1. The table displays potential requirements for designing a virtual reality
application for educational purposes.

Requirements Rationale

Functional requirements

Based on image recognition and localisa-
tion, the system provides VR functionality
to visitors.

VR techniques should be implemented taking into account different
indoor or outdoor settings.

The system provides relevant responses to
end users based on their input.

In order to provide personalised responses, the AI included in VR
should be implemented by taking into account the specific input
from the student.

Environmental and contextual requirements

The system must be designed to create the
optimum environment.

Students interacting with the VR environment need to feel as if
they are in the same environment as the content they are studying.

Environment must be adaptable Students interacting with the system must pay attention to the con-
tent they are learning in the classroom. Therefore, the environment
must change according to the user’s knowledge.

The visit can be outdoor and/or indoor An environment can have both outdoor and indoor areas. Our sce-
narios are set in an outdoor area, but some indoor areas must be
present (e.g. a virtual museum for art lessons).

The system should not allow the student to
use the VR technology for any other pur-
pose.

The visit should continue for the duration of the interaction
between the student and the AI avatar. Other uses of the system
that are not relevant to the study must be excluded.

The system must be a self-control system. We have defined this system for personal use by students. The end
users may have a lot of skills with the system or no skills at all. For
this reason, if there is a problem with the system, it should be able
to fix it automatically without any intervention from the users.

Natural and responsible interaction with
users.

Interact naturally and responsibly with users, allowing them to ask
questions, receive answers and actively participate in the conver-
sation

Data requirements

Data must be accurate and updated fre-
quently

The data must change according to the user’s current knowledge.

Usability requirements

The user interface should provide a simple
management of users mistakes

Students should focus only on the learning experience without wor-
rying about the technology. It is essential to reduce the number of
possible inadvertent user errors.

The system should be easy to use and
should require little training effort.

Ensuring that students have access to an intuitive and user-friendly
learning system is critical to supporting their academic success and
overall well-being throughout their learning journey.

The object must support mobility. As described by the scenarios, the visitors walk into VR to explore
the site and interact with the AI characters. Therefore, if visitors
choose to move using the room scale modality, also the mobility
could be an important component to consider in the interaction
design.

Ensure empathy and emotional engagement
with users.

Show empathy and emotional engagement with users helps to create
an emotional connection and improving the overall experience.

AI requirements

Interaction must be easily interpretable by
AI.

It’s crucial to set the language in which users will communicate
and advise them against using other languages or dialects.

Facilitate collaborative decision-making,
where both the AI and the user actively
participate in reaching a common decision.

Our idea is to avoid fully automated decision-making, where the
AI is the only decision maker, or user-dependent decision-making,
where the user makes decisions independently. Instead, a hybrid
approach that combines elements of the two options above might
be used.

Interaction must have a clear context. If there is noise, privacy concerns, or other distractions, the system
should provide multimodal or alternative communication methods
that are clear and immediate for the AI. For example, text input
via physical or virtual keyboards, reactions to the user’s position
in virtual space, pre-set message panels, etc.

The interaction must be appropriately tai-
lored to support single or multiple users.

AI should engage with different users within the same space, ensur-
ing each user is easily distinguishable to enable the AI to make
informed decisions effectively.
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Fig. 2. The diagram illustrates the functionality of the prototype.

4 Conclusions and Future Works

In conclusion, this work has explored the design process of an immersive
learning app featuring AI-animated characters to enhance historical under-
standing among school students. The design approach employed, known as
the Intelligence-Centered Design Process, extends the traditional user-centered
design process, allowing for the identification of AI requirements that enable
AI characters to interact more effectively in virtual space. Moving forward, we
intend to collaborate closely with high school institutions to conduct longitudinal
studies and gather feedback on usability, learning experience, and student learn-
ing outcomes, thereby advancing our understanding of the app’s effectiveness in
educational settings.
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Abstract. This study investigates the efficacy of the Heuristic Evalua-
tion Method with a mix of expert and non-expert participants in assess-
ing AI suggestion features in web systems. The methodology comprised
three stages: an initial Heuristic Evaluation employing the 18 Guidelines
for Human-AI Interaction, a Participant Survey to gauge perceptions
using a demographic question, nine Likert statements, and two open-
ended questions, and finally, Analysis and Triangulation to interpret and
integrate the findings. Significant differences emerged between expert and
non-expert perspectives. Non-experts identified more violations, predom-
inantly of a less severe nature, compared to the more balanced severity
spread among experts. Both groups focused on similar areas of violation
but with different proportions of violations number, indicating a nuanced
understanding of functionality by experts. Non-experts reported greater
personal growth, though they valued their contributions less. The study
underscored the consolidation process’s importance in heuristic evalua-
tions, reducing the total number of identified violations and refining the
problem list. This research indicates that heuristic evaluation as a tool
can be used for early usability assessment of AI features in web systems,
supporting the utility of the Guidelines for Human-AI Interaction in sce-
narios as the described in this paper. The approach proved effective, espe-
cially in scenarios where direct user testing is impractical. The diverse
participant profiles enriched the evaluation, with non-experts bringing
unique insights, albeit facing challenges indicating a need for enhanced
training and support. The study contributes to the field by confirming
the value of incorporating a variety of perspectives in heuristic evalua-
tions for AI-enhanced web functionalities.

Keywords: Artificial Intelligence and IoT · Design Methods and
Techniques · Evaluation Methods and Techniques · HCI Theories and
Methods · Heuristics and Guidelines for Design

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
H. Degen and S. Ntoa (Eds.): HCII 2024, LNAI 14734, pp. 94–109, 2024.
https://doi.org/10.1007/978-3-031-60606-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60606-9_7&domain=pdf
http://orcid.org/0009-0003-1923-2901
http://orcid.org/0000-0001-6361-055X
http://orcid.org/0009-0001-5764-681X
https://doi.org/10.1007/978-3-031-60606-9_7


Multidisciplinary Heuristic Evaluation of AI-Enhanced Web Tools 95

1 Introduction

In recent years, artificial intelligence (AI) has experienced growth, driven by
technological advances and the increasing demand for automated solutions in
various sectors such as healthcare, the legal, and technology. Besides that, the
launch of Chat GPT R© and other AI tools has generated a “hype” [1] in the
AI field, being widely discussed in reliable news sources such as The New York
Times and The Guardian [2].

With this increasing demand, Human Computer Interaction (HCI) field and
workers face challenges such as: (i) the lack of protocols for effectively planning
and evaluating the interaction between people and AIs through standardized val-
idations [3]; and (ii) the need for Methods and Techniques for evaluation during
the initial phase of using the solution, especially when targeted at individuals in
higher hierarchical positions within organizations with limited available time.

Recognizing these challenges, the purpose of this paper is to present a digital
interface evaluation strategy for a real world AI feature - for a Contract Approval
Management tool - applied by an innovation institute (CESAR) in a web appli-
cation during the first phase of its use. The strategy involves the use of the
heuristic evaluation technique [7], based on the Guidelines for Human-AI Inter-
action [5], through a multidisciplinary approach where the selected inspectors
were 2 design experts, 1 developer, 1 quality engineer, and a data scientist.

The research also included additional objectives, namely: (i) evaluating the
significance of differences in evaluators’ perspectives, given the potential for var-
ied interpretations and viewpoints resulting from multidisciplinary; and (ii) com-
prehending the unique contributions of each domain to the evaluation.

The next sections will discuss theories and concepts related to methods and
challenges for evaluating AI in HCI field, including the Heuristic Evaluation.
Next, will be presented the context of the Tool and AI Feature that was evalu-
ated to further describe the methodology of evaluation and results. Finally, the
discussion will show insights and lessons learned.

2 Methods and Challenges of HCI When Evaluating AI
Tools

The HCI community has discussed the use of different methods and techniques
with the purpose of designing and evaluating AI tools. [3] presents 20 research
studies (third-party, preliminary, and empirical) in which methods and tech-
niques were used at various stages of the design process, such as the use of
interviews and surveys, qualitative and quantitative research, as well as inter-
active design, ethnographic observations, user evaluation, and contextual anal-
ysis. However, even though different methods are used, the application of these
methodologies in the real-world remains intricate, particularly due to AI’s intrin-
sic complexities and the absence of robust methods and techniques, especially
when there is little or no access for user testing.
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Moreover, AI high risk of variability in responses and learning from these
tools [4] and the need for user trust bring the need for (i) robust methodologies
and protocols for evaluating AI tools [3]; (ii) understand how these tools can be
used in the real world [3]; and (iii) use quantitative and qualitative evidence to
verify that tools add value [3,5].

3 Heuristic Evaluation and Human-AI Interaction
Guidelines

A tradition of development and implementation of design rules or heuristics
marks the history of the Human-Computer Interaction (HCI) field to enhance
both usability and the overall User experience (UX) in different contexts such as
Web [6,7], Mobile Interfaces [8,9] and Games [10,11]. In the context of the AI
field, case studies show the use of evaluation methods in AI Tools [12,13] and
companies such as Google and Microsoft have published materials and guidelines
evaluating interactions between people and AI [5,14].

The debate over guidelines for AI is not recent and has been discussed for
over 20 years. Illustrations of principles and guidelines include: (i) regulating the
degree of autonomy in intelligent systems to avert unintended adaptations or
actions [15]; (ii) orchestrating user expectations to avoid misinformation or user
dissatisfaction during engagement [16]; (iii) facilitating the user-driven request
of intelligent services; (iv) tailoring actions to align with deduced objectives and
associated confidence levels; and (v) determining the optimal course of action
balancing costs, benefits, and uncertainties [17].

The 18 guidelines published by Microsoft [5] (Table 1) are the most relevant
in terms of evidence and validation. They are described in an article with a high
index conference titled “Guidelines for Human-AI Interaction”. In this work, the
authors highlight the evidence of the study and classify them as relevant to
be applied in Usability inspection Methods such as Heuristic Evaluation [7] -
even though they recommend future work to examine the uses and values of
guidelines. Additionally, recent academic work has evaluated the impact of the
Human-AI Interaction guidelines. Their results suggest that they have a positive
effect on UX but are not always successful in translating user preferences [18].

Table 1. 18 Guidelines for Human-AI Interaction

Guidelines for Human AI Interaction Description

1: Make clear what the system can do Help the user understand what the AI system is
capable of doing

2. Make clear how well the system can
do what it can do

Help the user understand how often the AI
system may make mistakes

3. Time services based on context Time when to act or interrupt based on the
user’s current task and environment

continued
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Table 1. continued

Guidelines for Human AI Interaction Description

4. Show contextually relevant
information

Display information relevant to the user’s current
task and environment

5. Match relevant social norms Ensure the experience is delivered in a way that
users would expect, given their social and
cultural context

6. Mitigate social biases Ensure the AI system’s language and behaviors
do not reinforce undesirable and unfair
stereotypes and biases

7. Support efficient invocation Make it easy to invoke or request the AI system’s
services when needed

8. Support efficient dismissal Make it easy to dismiss or ignore undesired AI
system services

9. Support efficient correction Make it easy to edit, refine, or recover when the
AI system is wrong

10. Scope services when in doubt Engage in disambiguation or gracefully degrade
the AI system’s services when uncertain about a
user’s goals

11. Make clear why the system did what
it did

Enable the user to access an explanation of why
the AI system behaved as it did

12. Remember recent interactions Maintain short term memory and allow the user
to make efficient references to that memory

13. Learn from user behavior Personalize the user’s experience by learning
from their actions over time

14. Update and adapt cautiously Limit disruptive changes when updating and
adapting the AI system’s behaviors

15. Encourage granular feedback Enable the user to provide feedback indicating
their preferences during regular interaction with
the AI system

16. Convey the consequences of user
actions

Immediately update or convey how user actions
will impact future behaviors of the AI system

17. Provide global controls Allow the user to globally customize what the AI
system monitors and how it behaves

18. Notify users about changes Inform the user when the AI system adds or
updates its capabilities

4 The Evaluated Tool

The tool to be evaluated is a web application designed for the management of
contractual approvals, specifically developed to optimize and enhance the con-
tract review and approval process within the legal departments of large corpora-
tions. Essential in the lifecycle of legal contracts, this tool plays a fundamental
role, ensuring that all clauses and terms undergo a detailed examination and are
approved by experts before the contracts are finalized.
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At its core, the tool allows managers and members of legal teams to make
annotations and markings on contract documents. These markings are crucial for
indicating clauses that require specialized review. After marking, these clauses
go through a rigorous approval process, ensuring accuracy and legal compliance
before the contract is finalized.

Among various other features, the tool has two ways to identify clauses that
require review. The first is the standard/manual identification, where users select
the desired clause by searching in a list of clauses after having marked specific
sections of the contract that require attention. Figure 1 contains a low-fidelity
prototype that illustrates the screen where default identification occurs. As can
be seen, a user who already knows the desired clause can perform a textual
search, and if the user is unsure, it is possible to search for a clause using a series
of dropdowns. The second is facilitated identification by AI suggestions, which is
the feature being studied in this article. This AI feature suggests potential clauses
for the user to choose. Figure 2 contains a low-fidelity prototype that illustrates
the screen where identification facilitated by AI occurs, showing a list of clause
suggestions from which the user can choose. Additionally, the toggle available to
activate and deactivate the suggestion feature can be observed. For the user to
reach the part of the process where clause identification is made, they must have
previously created a marking on the contract and selected one of the existing
markings. It is after selecting one of these markings that the system shows them
the onboarding modal, which aims to introduce the suggestion feature. Figure 3
illustrates this modal.

Fig. 1. Low fidelity prototype illustrating the default identification panel.
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Fig. 2. Low fidelity prototype illustrating the AI feature making suggestions.

Fig. 3. Low fidelity prototype illustrating the AI feature onboard modal.
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5 The Legal Field and AI

In the legal field - the context of the tool evaluated in this work - AI plays a cru-
cial role on several fronts. It is used for the analysis and review of large volumes
of legal documents, such as contracts, petitions, and legal opinions, with the
purpose of identifying relevant information, inconsistencies, and errors, saving
time and significantly reducing the risk of human errors. Additionally, AI algo-
rithms are employed in the analysis of historical data from court cases, allowing
predictions based on various factors. AI also plays an important role in detecting
suspicious activities, such as money laundering, in financial transactions, as well
as ensuring that companies comply with current legal regulations [2, 3].

Another application of AI in the legal field is assistance in legal research. AI
platforms, such as legal chatbots and search engines specialized in law, assist
lawyers and law students in quickly and efficiently finding relevant legal infor-
mation and precedents. Furthermore, virtual assistants are widely adopted by
law firms to answer basic legal questions from clients quickly and effectively [2,
3].

6 Methodology

The methodology of this research focuses on the heuristic evaluation of digital
tools that have embedded AI features through a multidisciplinary approach.
The decision to use heuristic evaluation for the study was based on: (i) the
difficulty of evaluating such solutions with users, especially in scenarios where
these users are seniors and have limited time for meetings outside the scope
of their professional duties. (ii) the limited number of expert designers in the
context of real-life projects. (iii) the challenges related to the scarcity of studies
on the application of this method in digital tools with embedded AI.

To achieve this objective, it was understood that the methodology should be
divided in 3 stages. The first being the execution of the heuristic evaluation using
a multidisciplinary participants approach. The second being the application of a
questionnaire with the participants of the evaluation. And, the third being the
analysis and triangulation of results. Figure 4 illustrate the used methodology
listing the goals and details of each stages.

6.1 Heuristic Evaluation

The heuristic evaluation presented here followed both Nielsen’s execution recom-
mendations [7,19] and the Guidelines for Human-AI Interaction [5]. They were
chosen due to their focus on digital tools with incorporated AI and the fact that
these guidelines were developed through a rigorous methodological process over
several validation stages, as presented in the section “Heuristic Evaluation and
Human-AI Interaction Guidelines”. Its process occurred in 3 stages:
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Fig. 4. Used Methodology

1. The first stage was focused on planning, in which the support material used by
the inspectors was prepared by using Google Sheets as the platform. The sup-
port material consisted of a spreadsheet with 3 pages. The first page contained
the description of the evaluation process, which included: (i) the definition
of heuristics; (ii) a brief presentation of the Human-AI interaction guidelines
[5]; (iii) how to carry out the inspection; (iv) the severity scales; and (v) the
list of the system’s screens that needed to be inspected. The second page pre-
sented in detail the 18 Guidelines for Human-AI guidelines, with examples of
contemporary systems that made good use of the recommendations for each
guideline. Finally, the third page contained the template to be used for noting
found violations.

2. In the second stage, participant recruitment took place, selecting five peo-
ple, 2 experts and 3 non-experts. The following criteria were used: (i) having
participated in the development of the AI feature; (ii) having at least one rep-
resentative of each professional profile involved in the development (Designer,
Developer, QA, and Data Scientist); and (iii) availability.

3. The third and last stage was marked by the execution of the inspection and
the consolidation of findings. The execution began with a synchronous and
remote meeting, where the evaluation was presented along with the support
material, and participants could clarify their doubts about the process. This
was followed by an asynchronous and remote phase over two weeks where
each participant conducted their inspection. Finally, the consolidation of the
results was carried out synchronously and remotely, using Google Meet.

6.2 Participant Experience Survey

A survey was applied to the inspectors to understand their perceptions of the
experience of conducting the heuristic evaluation with AI heuristics. The com-
pletion was asynchronous, and Google Forms was used to collect the responses.
This survey was divided into 3 parts. The first was for the mapping of the par-
ticipant’s profile. Second had statements to be analyzed using a 1 to 5 Likert
scale. And the last with Open-ended questions.

The first part was intended to map the profiles of the participants and divide
them between experts and non-experts.
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The second part contained the statements to be assessed using the Likert
scale, the objective of each statement is listed below:

1. The first statement was dedicated to evaluating the participants’ Previous
Experience as Inspectors in Heuristic Evaluation.

2. The second item investigated was the perceived Value of Contribution.
3. Satisfaction in Participating constituted the third dimension evaluated. This

aspect sought to measure the level of contentment of the participants with the
experience of applying the Heuristic Evaluation, being an important indicator
of engagement and receptivity to the method.

4. Next, the questionnaire addressed the Understanding Difficulties faced by
participants. This section aimed to identify barriers or challenges in under-
standing the process and the heuristics used.

5. Clarity of Expectations was the fifth aspect evaluated, investigating how par-
ticipants perceived the communication and clarification of the objectives and
procedures of the Heuristic Evaluation.

6. Access to relevant Resources for conducting the evaluation was also measured,
aiming to understand whether participants felt they had sufficient tools and
information to perform their tasks.

7. Personal or Professional Development provided by the experience constituted
another important dimension of the research. This item sought to capture
the participants’ perceptions of the impact of the activity on their skills and
knowledge.

8. Willingness to Participate Again was measured next, providing insights into
the likelihood of participants engaging in similar activities in the future.

9. And the propensity to Recommend the Experience was evaluated at the end,
providing insights into the likelihood of the participants recommending the
experience to others.

Finally, in the third part, the questionnaire included open-ended questions to
gather qualitative insights. This part consisted of two questions, one focused on
mapping challenges encountered by participants during the heuristic evaluation
process and another focused on mapping suggestions for improvement.

After the execution of the heuristic evaluation and the survey, the analysis of
results took place. The data from the heuristic evaluation and the survey were
systematized and analyzed, making correlations when applicable. The tool used
for this was Google Docs.

7 Results

7.1 Heuristic Evaluation Results

Inspection Results Before Consolidation. Table 2 shows the results of the
inspections carried out by each of the participants, column 1 presents the par-
ticipant who owns the results shown in the other columns.

Through an analysis of the results obtained before the consolidation, it is
possible to notice that for non-experts:
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Table 2. Inspection Results before Consolidation

Participant Number of violations Affected places Violated
guidelines

Non-expert 1 18 violations (1
cosmetic, 7 minor, 9
major, 1 catastrophic)

Suggestions Panel (4 times);
Onboarding Modal (2 times);
Suggestion Card (3 times); Toggle (2
times); Other (7 times)

1, 2, 2, 2, 3, 3,
7, 8, 9, 9, 11,
12, 13, 14, 15,
16, 17, 18

Non-expert 2 10 violations (2
cosmetic, 6 minor, 2
major)

Suggestions Panel (4 times);
Onboarding Modal (1 time);
Suggestion Card (3 times); Toggle (1
time); Other (1 time)

2, 4, 9, 11, 12,
13, 15, 16, 17,
18

Non-expert 3 4 violations (2 minor, 2
major)

Suggestions Panel (4 times) 12, 13, 16, 18

Expert 1 12 violations (6 minor, 5
major, 1 catastrophic)

Suggestions Panel (6 times);
Onboarding Modal (1 time);
Standard Identification Panel (1
time); Other (4 times)

1, 2, 4, 5, 10,
11, 12, 13, 14,
15, 16, 17

Expert 2 12 violations (1
cosmetic, 5 minor, 6
major)

Suggestions Panel (5 times);
Onboarding Modal (2 times);
Suggestion Card (1 time); Other (4
times)

1, 2, 3, 4, 8,
10, 11, 13, 15,
16, 17, 18

1. The total number of violations found was 32;
2. The average number of violations found per participant was 11;
3. The distribution of violations by severity was: 3 cosmetic, 15 minor, 13 major,

and 1 catastrophic.
4. The distribution of the most affected locations was: Suggestions Panel (12

times), Onboarding Modal (3 times), Suggestion Card (6 times), Toggle (3
times), Other (8 times).

5. The distribution of the most violated heuristics was: 1 (1 time), 2 (4 times),
3 (2 times), 4 (1 time), 7 (1 time), 8 (1 time), 9 (3 times), 11 (2 times), 12
(3 times), 13 (3 times), 14 (1 time), 15 (2 times), 16 (3 times), 17 (2 times),
and 18 (3 times).

As for experts:

1. The total number of violations found was 24;
2. The average number of violations found per participant was 12;
3. The distribution of violations by severity was 1 cosmetic, 11 minor, 11 major,

and 1 catastrophic;
4. The distribution of the most affected locations was: Suggestions Panel (11

times), Onboarding Modal (3 times), Standard Identification Panel (1 time),
Suggestion Card (1 time), Other (8 times).

5. The distribution of the most violated heuristics was: 1 (2 times), 2 (2 times),
3 (1 time), 4 (2 times), 5 (1 time), 8 (1 time), 10 (2 times), 11 (2 times), 12
(1 time), 13 (2 times), 14 (1 time), 15 (2 times), 16 (2 times), 17 (2 times),
and 18 (1 time).
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Heuristic Evaluation Results After Consolidation. Table 2 shows the con-
solidated results for the heuristic evaluations. After the consolidation, we can
observe the following:

1. The total number of violations found was 20;
2. The distribution of violations by severity was 11 minor, 9 major;
3. The distribution of the most affected locations was: Suggestions Panel (8

times), Onboarding Modal (1 time), Standard Identification Panel (1 time),
Toggle (1 time), Other (9 times).

4. The distribution of the most violated heuristics was: 1 (2 times), 2 (2 times),
3 (1 time), 4 (1 time), 7 (1 time), 8 (1 time), 9 (2 times), 10 (1 time), 11 (1
time), 12 (2 times), 13 (1 time), 14 (1 time), 15 (1 time), 16 (1 time), 17 (1
time), and 18 (1 time).

Table 3. Heuristic Evaluation Results - After Consolidation

Number of violations Affected places Violated guidelines

20 violations (11 minor,
9 major)

Suggestions Panel (8 times);
Onboarding Modal (1 time); Standard
Identification Panel (1 time); Toggle (1
time); Other (9 times)

1, 1, 2, 2, 3, 4, 7, 8, 9, 9,
10, 11, 12, 12, 13, 14, 15,
16, 17, 18

Out of the 20 violations in the consolidated results, 7 of them were found
exclusively by non-expert inspectors. Table 3 presents the severity, the affected
places and the violated guidelines of them (Table 4).

Table 4. Violations found exclusively by non-expert

Number of violations Affected places Violated guidelines

7 violations (5 minor, 2
major)

Suggestions Panel (2 times); Toggle (1
time); Other (4 times)

1, 2, 7, 9, 9, 12, 14

7.2 Survey Results

The survey applied to the participant group provided valuable insights into their
experience with the Heuristic Evaluation technique. This investigation employed
a mixed methodology, using both a 1 to 5 Likert scale to assess nine distinct
statements and open-ended questions to gather qualitative insights.

Initially, Previous Experience as an Inspector was analyzed. Experts con-
sistently showed high prior experience, with an average of 5.0, in contrast to
non-experts, who indicated lesser familiarity, with an average of 2.33. Regard-
ing the Value of Contribution, experts perceived their contributions as valuable,
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achieving an average of 4.5. Non-experts also rated their contributions positively,
albeit to a lesser degree, with an average of 3.67.

Satisfaction in Participating was high among both groups, with experts
recording an average of 4.0 and non-experts an average of 5.0. As for Under-
standing Difficulties, experts reported few difficulties, with an average of 1.5,
while non-experts faced more challenges, with an average of 2.67. Clarity of
Expectations was rated positively by experts, with an average of 4.5, and mod-
erately by non-experts, with an average of 3.67.

In terms of Access to Resources, both groups felt they had sufficient access,
with experts indicating an average of 5.0 and non-experts, an average of 4.67.
Personal or Professional Development had mixed perceptions among experts,
with an average of 2.5, while non-experts felt a good level of development, with
an average of 4.0.

Willingness to Participate Again was strong in both groups, with averages of
5.0 for both experts and non-experts. In Recommending the Experience, both
experts and non-experts were inclined to recommend the experience, with aver-
ages of 4.0 and 4.33, respectively.

In the open-ended question responses, experts mentioned initial challenges
in understanding the guidelines and familiarizing themselves with the heuristics,
but considered the overall process generally adequate. For instance, Expert 1
said that it was “time consuming to get used with the AI guideline” but comple-
mented saying that it was the “only difficulty faced”. Participant Expert 2 said
that the only challenge was “getting used to the 18 AI heuristics”. On the other
hand, Non-experts reported challenges related to the practical application of the
heuristics and clarity of expectations. Participant Non-expert 3, for example, said
that “the true understanding of what was expected as the final deliverable” was
challenging and that “using examples of heuristic evaluations of features within
the application itself might possibly make it even easier”. Participant Non-expert
1 additionally said that “the first challenge was drawing parallels between the
examples provided and the actual functionality being presented”, continued say-
ing “distancing myself from how the functionality was implemented to evaluate it
more impartially wasn’t that easy” and finished saying that “assessing severity”
was hard. Participant Non-expert 2 declared no issues, in contrast to what had
been mentioned by the other two.

8 Discussion

From the analysis of the results presented in the previous section, a signifi-
cant difference is noted between the perspectives of experts and non-experts.
Non-expert participants identified a larger number of violations (34), including
a higher number of less severe violations (3 cosmetic, 15 minor), whereas the
experts had more balanced numbers (1 cosmetic, 11 minor, 11 major, and 1
catastrophic). This finding suggests that the difference in profile influences the
detection of problems.

Regarding the influence of the profile on the identification of the locations
where the violations occurred, it was observed that in the results of the experts
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there was a greater concentration of violations in specific areas, whereas, in the
results of non-experts, this concentration was somewhat lower. However, the
locations with the highest concentration were the same for both profiles (“Sug-
gestions Panel” and “Other”). This may indicate a more precise approach and a
deeper understanding of feature on the part of the experts, as the concentration
of violations in the consolidated results followed a similar proportion to that of
the experts.

In terms of professional development and perception of value, non-experts
reported greater personal and professional growth (4.0) and valued their con-
tributions less positively compared to experts. This observation may indicate
that participation in heuristic evaluations is particularly beneficial for individu-
als with non-expert profiles, offering an opportunity for learning and increased
self-appreciation.

The impact of the consolidation process was notable, with a decrease in the
total number of violations after consolidation (from 56 to 20), suggesting that
group discussion is efficient in filtering out less relevant or duplicated violations,
resulting in a more concise and focused list of problems to be addressed. This
finding highlights the importance of the consolidation process in heuristic eval-
uations to refine and validate the results.

The diversity of perspectives, stemming from the inclusion of both experts
and non-experts, enriched the evaluation process. While the experts provided
technical and detailed insights, the non-experts brought a broader view, essential
for identifying problems potentially overlooked by a homogeneous group. This
was evidenced by the fact that 7 of the 20 violations recorded in the consolidation
were reported exclusively by non-experts.

The difficulties reported by non-experts highlight the need for more train-
ing and support in applying the heuristic evaluation process. Strategies such as
creating more detailed training materials and conducting orientation sessions or
practical workshops might be beneficial. The radical difference in the number
of violations found by each non-expert may be another indication of the impact
caused by a lack of full understanding of the support material used.

9 Conclusion

This research aimed to understand if conducting a heuristic evaluation with
both expert and non-expert participants yields effective results in the context
of evaluating AI features in a web system. The methodology comprised three
stages: heuristic evaluation, participant survey, and analysis and triangulation.
The results highlighted significant differences in the perspectives of experts and
non-experts, with non-experts identifying a larger number of less severe viola-
tions and experts showing a more balanced identification across violation sever-
ity.

A noteworthy observation from the study is the impact of the participant’s
profile on the identification of violation locations. Experts concentrated on
specific areas, indicating a deeper understanding of functionality, while non-
experts showed a broader, though less concentrated, focus. This suggests that
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both groups contribute uniquely, with experts providing technical and detailed
insights and non-experts offering a broader view, essential for identifying issues
potentially overlooked by a homogeneous group of experts. In fact, the inclusion
of both profiles enriched the evaluation process, as evidenced by the fact that
7 of the 20 violations recorded post-consolidation were reported exclusively by
non-experts.

Furthermore, the study underscores the importance of the consolidation pro-
cess in heuristic evaluations. The significant decrease in the total number of vio-
lations after consolidation (from 56 to 20) demonstrates the efficiency of group
discussions in filtering out less relevant or duplicated violations, thus refining
the list of problems.

From a professional development standpoint, non-experts reported greater
personal and professional growth, suggesting that participation in heuristic eval-
uations offers valuable learning opportunities, particularly for those with non-
expert profiles. However, the reported difficulties by non-experts in applying the
heuristic evaluation process highlight the need for more training and support.
This could be addressed through strategies such as detailed training materials,
orientation sessions, and practical workshops.

This research indicates that the heuristic evaluation can be used for assessing
the usability of AI features in early stages of web system in contexts like the ones
described. It also validates the Human-AI Interaction Guidelines as a robust set
of guidelines for heuristic evaluations in this context. In conclusion, employing
heuristic evaluation with a mix of expert and non-expert participants proves to
be a promising approach in scenarios where AI functionalities are in early usage
stages, and direct usability testing with users is challenging. This approach not
only offers a diverse range of insights but also fosters an environment conducive
to professional growth and learning, particularly for non-expert participants.

However, it is important to acknowledge that heuristic evaluations have a
tendency to disregard more serious usability problems, and the lack of expert
inspectors in the execution in general tends to reduce the number of identified
issues [20]. In addition to these considerations, it is noteworthy that this study
employed heuristic evaluation in a highly specific context, focusing on the assess-
ment of an AI feature designed to suggest clauses in legal contracts. Furthermore,
this evaluation took place within the organizational framework of a collaborative
project at an innovation center, in partnership with a multinational corporation.
This unique organizational and contextual setup has its particular characteris-
tics. Other contexts may or may not translate into different results. Finally, it
is important to acknowledge that the data acquired through this methodology,
although providing valuable insights, should not be regarded as an infallible
verity, and it does not serve as a substitute for evaluation techniques that neces-
sitate direct user involvement. Anticipating future evaluation cycles, we aim to
incorporate additional insights obtained from methods such as focus groups, user
surveys, and usability testing.
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Abstract. Nowadays, Artificial Intelligence (AI) has become ubiqui-
tous, with machine learning (ML) systems – rooted in algorithms and
statistical models – playing a pivotal role in societal advancement. Nev-
ertheless, given their complexity, less-experienced computing practition-
ers depend on skilled professionals. This paper addresses the challenge
of democratizing AI, emphasizing the need for inclusivity in ML-based
system design. We introduce the PyFlowML prototype, which extends
the PyFlow framework, to investigate how Visual Programming Lan-
guages (VPLs) and no-code platforms can enhance user engagement in
ML. PyFlowML tailors visual scripting capabilities to meet the specific
needs and complexities inherent in ML analysis. This preliminary study
is based on a heuristic evaluation of PyFlowML’s usability: we analyzed
expert interactions with the tool, exploring its features to design trust-
worthy ML-based prototypes using Explainable AI (XAI) techniques. We
employed the cognitive walk-through method, wherein experts engaged
in a series of activities with PyFlowML while sharing their thoughts in
real time during the session. While initial findings are promising, they
also indicate that to effectively lower the entry barrier to ML-based sys-
tem design and encourage broader participation, it is crucial to imple-
ment strategies that reduce the inherent complexity of ML analysis. This
research sets the groundwork for future exploration into how VPL-based
tools can transform the design of ML-based systems, aiming for more
inclusive and collaborative AI development.

Keywords: visual programming language · participation · AI
democratization · machine learning

1 Introduction

Artificial Intelligence (AI) has become ubiquitous in modern society, signifi-
cantly impacting various socio-cultural aspects of daily life. We encounter AI
in diverse applications, ranging from language translation and email spam filter-
ing to virtual personal assistants organizing our work schedules or even smart-
phone recommendations for dining options. With its pervasive influence across

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
H. Degen and S. Ntoa (Eds.): HCII 2024, LNAI 14734, pp. 110–130, 2024.
https://doi.org/10.1007/978-3-031-60606-9_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60606-9_8&domain=pdf
http://orcid.org/0000-0002-9860-9142
http://orcid.org/0000-0001-6826-9688
http://orcid.org/0000-0002-2601-7009
https://doi.org/10.1007/978-3-031-60606-9_8


PyFlowML 111

numerous industries, AI is reshaping business practices by aiding organizations
in improving their products, processes, and decision-making capabilities [1,2]. In
academia, AI’s role is equally transformative, prompting institutions to reeval-
uate and adapt their teaching and learning methodologies to incorporate this
technology effectively [3]. Therefore, AI-based systems can transform how we
live, interact with one another, and perceive ourselves. Recommender systems,
for instance, use algorithms to manipulate search engine results based on user
queries, thereby influencing our consumption choices [4], public opinion, and
perceptions of social reality [5]. These systems filter and rank information based
on hidden factors such as search history and demographic information [6].

We are witnessing a rapid development of AI, which is accelerating the
shift towards a more algorithmic-driven society [7]. Nevertheless, technologi-
cal advancements have resulted in a concentration of the knowledge required
for developing and managing AI-based systems within a small group of spe-
cialists [8]. The increasing algorithms complexity has limited the control over
these systems to skilled computing practitioners, leading to a growing reliance
on their expertise by both individuals and societies. While not every end-user
is equipped or inclined to acquire the skills necessary for the design and devel-
opment of AI-based systems, these experienced practitioners may not have a
thorough understanding of the societal and domain-specific consequences of the
solutions they develop [9]. This gap is concerning in sectors where responsible
and trustworthy AI-based systems are essential for decision-making processes
[10].

Participating in designing and developing algorithmic solutions benefits both
experienced and inexperienced users. It enhances understanding and trust in
AI-based systems, supporting individuals from various backgrounds to thrive
in our technology-driven society. Participation can be facilitated through the
democratization of AI, where socio-technical conditions are established to enable
users to actively contribute to the evolution of AI-based systems [11]. By bridging
the gap between domain experts and computing professionals, this approach can
ensure these systems align with their application domains’ specific needs and
ethical considerations.

Recent literature highlights the need for cultural transformation, achiev-
able through End-User Development (EUD). EUD provides individuals with
the means to transition from passive roles as consumers of artefacts and sys-
tems to active problem solvers [11,12]. For instance, it can enable inexperienced
users to customize smart environments [13,14] and personal devices [15]. This
shift towards active engagement aligns with the concept of cultures of partici-
pation, promoting collaboration among multi-disciplinary practitioners in socio-
technical environments. Such collaborative efforts are key to achieving common
goals within these environments [16,17].

Within AI, ML-based systems are grounded in complex algorithms and sta-
tistical models. Active participation in designing ML-based systems can foster
effective appropriation of such systems across diverse user domains [18,19]. In the
field of Human-centered AI (HCAI), ongoing research presents new approaches
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to engage inexperienced users through visual user interfaces [20]. For instance,
in educational settings, Visual Programming Languages (VPLs) and no-code
platforms, such as Scratch [21], provide user-friendly experiences by avoiding
complex computational operations. Thus, the present study is guided by the fol-
lowing research question: “Can VPL-based frameworks foster the participation
of both experienced and inexperienced practitioners in the design of ML-based
systems?” Our research conducts a qualitative evaluation of the challenges and
opportunities associated with using VPL-based tools, as exemplified through the
assessment of the PyFlowML prototype. Given the novelty of the domain, we
adopt a heuristic strategy that focuses on the processes and activities associated
with user interactions rather than on the final product. This approach allows us
to evaluate the overall user experience through the Cognitive Dimensions (CDs)
Framework [22]. We employed a focused approach in a small-scale usability test
of the prototype, which serves as a foundational step for future work. This paper
is structured into seven sections: (1) Introduction; (2) Related Works, discussing
VPL definitions and their applications in the ML domain; (3) PyFlowML proto-
type, introducing the design and features of our prototype; (4) Expert Evalua-
tion, describing the cognitive walk-through and heuristic approaches; (5) Results,
where we articulate the findings from our experiment; (6) Post-Hoc Analysis and
Lessons Learned, reflecting on the insights gained and potential implications; and
(7) Conclusion and future works.

2 Related Works

Empirical studies support the claim that VPL-based tools exhibit enhanced user-
friendliness compared to traditional text-based programming languages such as
Javascript and Python [23]. The low-code or no-code programming approach can
be a valuable asset for beginners, especially those with limited or no prior coding
experience. This section introduces definitions of VPLs and provides examples
of ML-based systems developed using these languages.

2.1 Visual Programming Languages

Programming languages are defined by two key components: their syntax, which
refers to the language’s form, and their semantics, which convey the language’s
meaning. In VPLs, the syntax that carries semantic significance incorporates
visual elements [24]. VPL is a key component of EUD, and provides non-
programmers with the means to create, modify, and enhance software applica-
tions using two-dimensional graphical interfaces. VPL-based approaches employ
graphical representations of programming constructs and rules, enabling a more
intuitive software development process [25].

As highlighted in the recent review by Kuhail et al. [26], the merge of two
well-established taxonomies, that is Myers [27] and Burnett and Baker [28],
provides four distinct categories of VPLs. They include block-based, form-based,
diagram-based and icon-based languages.
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Block-based languages are programming imperative, and they adopt drag-
and-drop code blocks from a predefined list of commands into a script area [23].
This approach minimizes syntax errors and eases the mental effort, focusing on
conceptual understanding over coding activities. Prominent examples in edu-
cation and research include Scratch [21] and Tapas [29]. The primary users of
Scratch are children with limited or no prior coding experience. Through pro-
gramming and sharing interactive projects, users acquire computer science skills
and develop their ability to think creatively, reason methodically, and collabo-
rate. Tapas is a programming environment designed to enhance computational
thinking skills through a combination of a blocks programming environment and
a tangible user interface [30]. It utilizes physical objects whose interactions with
the real world correspond to digital operations executed within the system.

In Icon-based Languages, graphical symbols, or icons, represent objects and
actions, enabling the construction of applications through a system of trig-
gers and actions. Platforms employing them are suitable at aggregating content
from various heterogeneous sources, thereby facilitating the creation of Personal
Information Spaces that can satisfy specific information needs. The composition
method abstracts from underlying technical complexities, rendering it accessible
to non-experts in computing. [31].

Form-based Languages such as Forms/3 [32] allow developers to configure
forms with triggers and actions. These can be added either through textual or
visual elements. These components facilitate the creation and configuration of
computational cells, as well as the definition of their interdependencies.

Diagram-based or flow-based languages utilize a data flow computational
paradigm, which is represented as a directed graph [33]. In this representation,
the nodes symbolize various functions. Each node performs a specific function
or operation on data and represents individual processing modules. Nodes are
often depicted as graphical icons, and they are connected by arcs or links that
represent the pathways along which data flows between nodes. Incoming arcs
to a node signify the input data for a function, whereas outgoing arcs indicate
the output data, essentially representing the outcomes of the function. The arcs
connect the output of one node to the input of another, indicating the direc-
tion of data flow. The input/output ports or pins correspond to the data that
the nodes receive and produce. Ports are used to connect nodes together, and
they define the types of data that can be transmitted between nodes. Flow-
based languages have gained widespread adoption across various domains. For
example RoboFlow [34], specifically designed for robot programming. It allows
for the intuitive creation and manipulation of robotic workflows, facilitating a
more accessible approach to complex robotic systems programming. Similarly,
Grasshopper [35] and Dynamo1 have extensive application in architecture and
design. Their node-based interface empowers users to generate intricate 3D geo-
metrical forms and data-driven models, thus bridging the gap between compu-
tational design and physical realization. Instead, Ryven [36], based on a flexible
platform equipped with built-in nodes that can be customized for developing

1 https://dynamobim.org.

https://dynamobim.org
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new algorithms, is utilized in academic research and can be applied across var-
ious domains. However, directly integrating ML techniques can be challenging
for inexperienced users.

2.2 End-User Development for Machine Learning

Recent literature and market developments have introduced a variety of software
and platforms that leverage VPLs for data mining, ML, and data analytics. For
instance, block-based languages like Blockly2 and ML Blocks [37] have gained
prominence in academic research. BlocklyML, a no-code derivative of Google’s
Blockly, is specifically designed for Python and ML implementations. ML Blocks,
on the other hand, enables users to assemble datasets, apply ML classifiers, and
export models, offering an accessible gateway for beginners into ML and data
science. In the realm of flow-based languages, platforms like Dataiku3 and SAS
Viya4 provide collaboration features suitable for users with varying levels of com-
puting expertise. However, the non-open-source nature and limited customizabil-
ity of these platforms pose a constraint, as they lack integrated Explainable AI
techniques, which can enable inexperienced users to interpret and understand the
decision-making processes. Conversely, open-source platforms such as ENSO5,
RIVET6, KNIME7, Orange [38], and Rapid Miner Studio8 offer more flexibility.
ENSO and RIVET, while highly customizable, lack extensive support for spe-
cialized ML components, with RIVET requiring additional extensions for more
models. KNIME and Rapid Miner Studio, despite their comprehensive features,
can be complex due to their numerous in-built components and may require
expertise for adding new operators. Orange strikes a balance, catering to expe-
rienced users and beginners alike, although advanced customization necessitates
coding skills and in-depth ML knowledge. Finally, LabVIEW9, a non-open-source
tool, and TeachableMachine10, an open-source but non-customizable platform,
represent two other popular VPL-based tools appealing to non expert users.
However, both of these platforms lack integrated Explainable AI techniques.

In summary, the literature concerning VPL-based tools reveals a common
trend: many are either non-customizable, lack integrated interpretability tech-
niques, or are overly complex for customization. This points to a research gap in
developing simplified ML-based systems that are accessible to experts across var-
ious domains with limited computing experience. Integrating such simplification
and Explainable AI techniques can respectively facilitate their participation in
2 https://github.com/google/blockly.
3 https://knowledge.dataiku.com/latest/ml-analytics/index.html.
4 https://www.sas.com/en us/home.html.
5 https://enso.org.
6 https://rivet.ironcladapp.com.
7 https://www.knime.com.
8 https://rapidminer.com.
9 https://www.ni.com/it-it/shop/product/labview-analytics-and-machine-learning-

toolkit.html.
10 https://teachablemachine.withgoogle.com/train/image.

https://github.com/google/blockly
https://knowledge.dataiku.com/latest/ml-analytics/index.html
https://www.sas.com/en_us/home.html
https://enso.org
https://rivet.ironcladapp.com
https://www.knime.com
https://rapidminer.com
https://www.ni.com/it-it/shop/product/labview-analytics-and-machine-learning-toolkit.html
https://www.ni.com/it-it/shop/product/labview-analytics-and-machine-learning-toolkit.html
https://teachablemachine.withgoogle.com/train/image
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the design process and deepen their understanding of the decision-making mech-
anisms in ML systems. Our research addresses this gap with the introduction of
the PyFlowML prototype. Recognizing the prevalent use of flow-based languages
in the design of ML-based systems, we developed this tool in an open-source,
flow-based environment. PyFlowML is characterized by its full customizability,
enabling adaptation to diverse user domains. Furthermore, it simplifies the ML
processes and integrates Explainable AI techniques.

3 PyFlowML

This section presents an overview of PyFlow, a general-purpose, flow-based pro-
gramming language library, along with its ML extension named PyFlowML.

3.1 PyFlow

PyFlow11 is a versatile Python Qt visual scripting framework designed to sim-
plify the creation of graphical user interfaces (GUIs) through the utilization
of visual programming techniques. PyFlow can enable non-technical users to
build applications and prototypes by dragging and dropping components onto a
graphical canvas. The application incorporates interactive GUI elements called
widgets, which include a variety of forms such as buttons, sliders, text fields,
dropdown menus, and prompt windows. These widgets are instrumental in user
interaction, allowing for the manipulation of components and functionalities.
The key components in PyFlow application are node, pin and arc.

Node. In PyFlow, nodes represent algorithms and functions, each with specific
inputs and outputs. These nodes have a primary structure of a resizable rect-
angle, which can be adjusted by dragging its edges. Users can add nodes to the
canvas simply by dragging and dropping them from the main menu, and they
can also move them around within the canvas in the same manner. The ability
to zoom in and out on the canvas facilitates better visualization of the nodes.
At the top of each node, a customizable header displays its name. Users can
set this name to reflect the node’s function it performs, enhancing clarity and
aiding in the navigation of complex workflows. Nodes are interconnected via arcs
that enable data transfer from the output pin (source) of one node to the input
pin of another. Each node serves as a fundamental building block, encapsulat-
ing specific functionalities or operations. Refreshing a node, which is done by
clicking on it and selecting “Refresh”, triggers the execution of its operations.
The outline of the node changes color during this process to indicate its status:
starting as orange for “not executed”, turning yellow to signify “refreshing”, and
finally becoming green upon successful execution.

11 https://pyflow.readthedocs.io/en/latest/intro.html.

https://pyflow.readthedocs.io/en/latest/intro.html
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Pin. Pins are essential components within the node’s layout in PyFlow, visually
represented as colored dots, each accompanied by a descriptive label. The color of
each pin is significant, denoting the type of data it represents. For example, pink
is used for string data, white for general data types like matrices and vectors,
dark green for integer data types, and light green for floating data types. Pins
fall into two categories: input and output. Input pins, located on the left side
of the node, are designed to receive data from other nodes, enabling dynamic
interaction and data flow between nodes. Output pins, on the right side, allow
the node to transmit data to the subsequent nodes in the workflow. This left-to-
right arrangement of pins facilitates the directional interconnections.

Arc. Arcs visually represent the relationship between nodes. They act as the
conduits through which information, such as variables, values, or data structures
and objects, is transmitted from an executed node to another. By using the arcs,
the user links output and input pins of nodes, establishing a connection that
enables the output of one node to be used as an input for the following. Arcs
serve as the bridges that enable communication between nodes, empowering users
to build complex workflows by intuitively linking different computational steps
together. For the system to transmit data successfully, only pins of the same
(or compatible) data type can be interconnected through arcs. PyFlow’s design
inherently prevents incorrect connections; if a user tries to link incompatible
pins, the connecting arc simply will not materialize. Conversely, a successful
connection is clearly indicated by an arc colored to match the pins, thereby
effectively linking the nodes.

3.2 PyFlowML Prototype

Building on this foundation, the PyFlowML prototype is an extension of PyFlow
aimed at design of ML-based systems. It adapts PyFlow’s visual scripting capa-
bilities to the specific needs and complexities of ML analysis.

Design. In PyFlowML, the nodes are organized into four categories: Data Load,
Data Visualization, Data Classification, and Explainable AI. The Data Load cat-
egory includes nodes for loading numerical and textual data from various sources,
including external files like CSV, as well as scikit-learn and keras python libraries.
In Data Visualization category, nodes are designed to present results in a user-
friendly manner for inexperienced users, avoiding the use of the logger which is
commonly adopted by software developers for debugging. These nodes facilitate
the display of outcomes in formats like tables and plots within prompt win-
dows, and for designers or data scientists, they can output matrices and vectors
in the logger. The Data Classification category encompasses nodes that apply
various ML models. This includes a range of models for supervised learning,
such as Deep Neural Networks, Decision Trees, K-Nearest Neighbors, Multi-
nomial Naive Bayes, Gradient Boosting, Random Forests, and Support Vector
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Machines, alongside models like K-means for unsupervised learning in cluster-
ing analysis. Finally, the Explainable AI category comprises nodes that enable
users to employ techniques to interpret and understand the behavior of classi-
fiers and the relationships between features and outcomes, with techniques such
as SHAP (SHapley Additive exPlanations), LIME (Local Interpretable Model-
agnostic Explanations), PDP (Partial Dependence Plot), and ICE (Individual
Conditional Expectation) being some examples. This category aims to provide
users with the means to design responsible and trustworthy AI-based systems,
which are essential in fair decision-making processes [10].

Pipeline. The PyFlowML prototype facilitates the design of ML-based sys-
tems through a pipeline of interconnected nodes, aligning with standard ML
methodologies. This process involves loading a dataset, applying classifiers, and
visualizing critical metrics such as accuracy and F1 score. In PyFlowML, users
can, for instance, assemble a pipeline comprising a data load node, a data clas-
sification node, and visualization nodes. These nodes are capable of displaying
the comparative performance of various classifiers, with a focus on metrics such
as accuracy to identify the most efficient model. During the pipeline execution,
PyFlowML offers prompt windows that show execution status and warning mes-
sages, aiding in troubleshooting issues like unprocessed output or unconnected
input pins. Figure 1 illustrates an application where users employ various classi-
fiers and utilize a node to determine the best-performing classifier for the dataset.

Fig. 1. PyFlowML workflow: an example

Customization. PyFlowML provides the flexibility for users to customize and
implement categories and nodes, tailored to their specific needs and the capa-
bilities of Python libraries. Users possessing a basic understanding of text-based
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programming languages have the ability to modify nodes using code editors.
By accessing the internal structure of a node, they can alter classifiers, adjust
input/output pins, and change data types, enabling them to fine-tune the system
according to their requirements.

4 Expert Evaluation

This section presents the goals, hypotheses, and description of the expert study
we carried out, following the guidelines of the American Psychological Associa-
tion [39].

4.1 Goals

The goal of the study is to evaluate whether PyFlowML prototype can foster
users participation in the design of ML-based systems. The purpose is the eval-
uation of how experts interact with the tool in designing ML-based prototypes.

4.2 Study Design

We conducted the expert-based review combining cognitive walk-through and
heuristic evaluation approaches (Lazar et al. (2017) [40]). This multifaceted
strategy enables an investigation into user interactions with PyFlowML, pri-
oritizing insight generation over conclusive evidence. Reflecting its exploratory
nature, our study includes a think-aloud protocol and a post-test survey
grounded in the CDs Framework applied (Green et al. (1996) [22]). We chose this
framework due to its applicability in exploratory software design by HCI non-
specialists [41]. We conducted a small-scale evaluation by engaging two experts
with backgrounds in VPLs, programming, and ML analysis.

During the session, experts simulate users by performing a series of activities
within a pre-established template using PyFlowML. Participants have experience
in VPL interface design and have a thorough understanding of the users’ profiles,
including the tasks they are expected to perform with the tool.

The template includes common tasks of ML analysis process, such as load-
ing and exploring datasets, performing supervised classification, visualizing out-
comes, and applying interpretability techniques. It is organized with colored
sticky notes to guide the interaction: white notes outlined the step-by-step ML
analysis process (arranged from left-to-right), yellow notes offered instructions
and troubleshooting tips, light blue notes explained the procedure for adding
nodes, and green notes posed questions. The template sets four sequential
steps: (1) loading the “IBM HR Analytics Employee Attrition & Performance”
dataset12, (2) applying a ML model, (3) calculating the SHAPley values, and (4)
saving the output. At each stage, experts encountered questions regarding the

12 https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-
dataset.

https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-dataset
https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-dataset
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outputs generated by the nodes. Examples include, “According to the Distribu-
tion of Dataset table, which are the classes of the target variable?”, “According
to the Performance Metrics table, what is the accuracy of the classifier?”, and
“Based on the Shapley Value Summary Plot, which features are the most impor-
tant for prediction in the dataset?”. Responses were either recorded on the sticky
notes or expressed verbally, such as when commenting plots. Upon completion
of these steps, experts were instructed to save their output.

We recorded the sessions to collect contextual oral feedback and observations
from experts interating with PyFlowML, which aided in interpreting the results
of the CDs evaluation.

We employed the CDs framework as it offers a quick analysis that con-
nect user activities, the structure of notations, and the system’s design. This
approach aims to uncovermismatches, identify usability concerns, and potential
improvements. Our application began with a comprehensive understanding of the
PyFlowML prototype and its defining elements: notation, environment, activity,
and user. PyFlowML si based on a flow-based language characterized by nodes,
pins, and arcs, which serve as information-carrying representations (notation).
Within the PyFlow environment, users manipulate this primary notation. A sec-
ondary notation emerges through the use of sticky notes, which are components
that enable users to annotate meanings above the primary notation. User activ-
ities encompass actions associated with the primary notation - such as adding,
connecting, executing, deleting, placing, moving, resizing, and labeling nodes on
the canvas - as well as those related to the secondary notation - such as text and
colors. In this review, users are experts with diverse backgrounds who brings
diverse knowledge to the evaluation process.

We apply the CDs framework to enable users to leverage it as a tool for
expressing their experiences (Black & Green (2003) [42]). After reviewing the
original framework, comprising 13 dimensions [22], we undertook a comprehen-
sive analysis of the prototype, evaluating its features against each dimension.
Following this evaluation, we identified nine dimensions for the experts-based
testing [see Table 1] and formulated a questionnaire consisting of 20 questions
[43].

Table 1. Cognitive Dimensions

Cognitive Dimensions Description

Visibility and Juxtaposability Ability to view components easily, and ability to place any

two components side by side

Viscosity Resistance to change

Hard Mental Operations High demand on cognitive resources

Error-Proneness Notation invites mistakes

Role-Expressiveness The purpose of a component is readily inferred

Hidden Dependencies Important links between entities are not visible

Premature Commitment Constraints on the order of doing things

Consistency Similar semantics are expressed in similar syntactic forms

Secondary Notation Extra information in means other than formal syntax
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As in the case study by Black & Green (2003) [42], which evaluates VPLs
such as LabVIEW, we selected the dimensions of Viscosity, Hidden Dependen-
cies, Premature Commitment, Secondary Notation, and Visibility and Juxtapos-
ability. The Viscosity dimension was included to assess the effort required by
users to make changes in PyFlowML, such as data loading, adding classifiers in
the pipeline, or visualizing different outcomes. In VPLs, Hidden Dependencies
are relevant as they are typically made explicit through visual components like
arcs connecting nodes - unlike text-based languages, where they are indicated by
function assignments and use-statements. The inclusion of Premature Commit-
ment reflects PyFlowML’s demands on users regarding layout and connections;
users must consider the placement of nodes on the canvas and the necessity to
move already placed nodes for new ones, as well as the requirement that only
executed nodes’ pins with matching data types can be connected. We included
in our survey also the Secondary Notation as it assesses components that enable
users to add extra meaning to the primary notation. Moreover, we evaluated
the PyFlowML’s strategic use of spatial layout, which facilitates communication
by allowing the visualization of multiple components (Visibility and Juxtapos-
ability). We opted to exclude the Abstraction dimension, as the tool exhibits an
abstraction-hating characteristic; it lacks the capability for nodes to be aggre-
gated and treated as a single entity. Nodes can only be grouped for deletion from
the canvas.

Furthermore, we expanded the survey to include the Hard Mental Operations,
Consistency, Error-Proneness, and Role-Expressiveness dimensions. Indeed,
Hard Mental Operations can be relevant in the context of VPL-based tools [22].
For instance, in PyFlowML, the absence of directional arrows on arcs necessi-
tates that users recall the role of nodes within the pipeline (Role-Expressiveness)
and position them accordingly. Usually, VPL-based tools show high Consistency
due to their simple syntax, where all nodes can be interconnected through vis-
ible arcs and input/output pins. The use of different colors for pins according
to data type can impact Error-Proneness, enabling users to infer connections
among nodes even with minimal understanding of their internal functions.

From the original framework, we chose not to include the Diffuseness, Close-
ness of Mapping, and Progressive Evaluation dimensions in our survey. Given
that PyFlowML features essential nodes, the evaluation of the Diffuseness - that
is, the complexity arising from a large number components - could yield a skewed
perspective. This might lead to a positively biased assessment, given the proto-
type’s early development stage. The Closeness of Mapping dimension is deemed
less critical in the context of VPL-based tools. By their design, they inherently
map problem entities from the user’s task domain to task-specific system entities
(i.e., nodes). Then, they translate operations on problem entities (e.g., applying
ML classifiers) into system operations (e.g., arcs passing processed data from
one node another one). The Progressive Evaluation dimension assesses whether
an incomplete system can be executed and tested. In its current early develop-
ment stage, PyFlowML requires all parameters to be set and all input pins of
pairwise nodes to be connected before yielding an outcome. Despite this, if these
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conditions are met, the incomplete pipeline can be executed (e.g., data load and
data classification nodes can be executed, even if visualization nodes are absent).
Given the potential challenges in interpreting this dimension at this stage, we
have opted to exclude it from this survey.

4.3 Settings

The study was conducted in both remote and in-person settings. The remote
setting involved to connect via video conference to a virtual machine. In each
scenario, sessions started with the designer presenting an instructional video,
which outlined PyFlowML’s main features, including the canvas, nodes layout,
arcs, pins, and the constraints on actions. Additionally, a set of summary slides
was made available as a supplementary resource to provide further clarification
when necessary.

4.4 Procedure

The experiment was initially planned to last about 50 min, divided as follows:
11 min for the instructional video, 15 min for engaging with the PyFlowML
prototype in the in-person setting, and approximately 20 min for completing
the questionnaire. However, in the remote setting, slow internet connectivity
extended the overall duration to one hour, with the interaction with the proto-
type alone accounting for 46 min. In both settings, the survey was completed in
about 12 min.

After loading the dataset, for the classification analysis, participants chose
the Random Forest and the Deep Neural Network classifiers. They positioned
nodes in the space allocated between procedural and question sections at each
step, following the analytical workflow. To annotate answers to the posed ques-
tions, green-colored sticky notes were employed. Participants opted to preserve

Fig. 2. Pipeline
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the template’s original configuration, maintaining the initial placement of sticky
notes on the canvas. Even in the absence of explicit instructions within the
template, participants engaged in exploring the nodes’ layout by resizing and
renaming them. Figure 2 provides an example of an ML-based prototype devel-
oped by the experts.

The oral feedback and field-note observations collected during the study were
categorized into three main areas: (1) feedback pertaining to the PyFlow envi-
ronment, (2) feedback specific to PyFlowML, and (3) feedback associated with
the nature of ML analysis.

5 Results

We conducted the feedback analysis by: (1) reviewing outputs developed by
experts, (2) conducting content analysis of the oral feedback examining the
recorded sessions and field-notes observations, and (3) evaluating the results
of the CDs questionnaire. The findings from this analysis are reported in the
following.

5.1 PyFlow Environment

Pointer. At first, participants showed uncertainty in using the mouse pointer
to navigate the interface. For instance, right-clicking on the nodes’ green header
to access the drop-down menu and execute them, or employing the gesture of
left-clicking and holding, followed by dragging and dropping, to add nodes to the
canvas. In such instances, the presence of sticky notes with instructions proved
beneficial as they served as reminders, aligning with what was demonstrated
in the instructional video. However, as they gained experience, these actions
became more familiar, with proficiency evident from the second attempt onward.
Experts also encountered uncertainty when positioning the mouse pointer over
the output pins to establish connections and create arcs. Occasionally, there were
accidental selections of edges and node resizing, but these were quickly resolved
by zooming in on the node and performing the correct action.

Adding Components. Participants adopted various approaches to add nodes,
consistent with the methods demonstrated in the instructional video. These
approaches included utilizing the search bar, navigating through menu cate-
gories, and accordingly adding nodes. They encountered challenges with the
search bar’s sensitivity to special characters and symbols, necessitating pre-
cise input of node names with specific syntax, such as underscores (e.g.,
Deep Neural Network).

Execution. Experts valued the visual feedback provided during the refreshing
of a node, which initiates the execution of its functions. The node’s outline
changes color through a sequence of orange, yellow, to green, visually indicating
its status.
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Drag-and-Drop. After gaining confidence with the mouse pointer, participants
could easily drag and drop components onto the canvas, effectively adding and
positioning nodes.

Connections. Experts investigated actions not covered in the instructional
video. For example, rather than disconnecting arcs using the drop-down menu,
they formed new connections between input and output pins by drawing a new
arc over the existing one. Given the environment’s rule that permits only one
connection per pin, the previous arc automatically disappeared. They used both
connections methods interchangeably.

Node Layout. In the node layout, edges and pins are positioned very closely
together. Occasionally, this led to unintentional resizing of edges when experts
intended to mark arcs, or they selected adjacent pins. Experts found valuable to
improve the nodes layout by increasing the distance between pins and edges, as
well as between individual pins. This adjustment could enhance precision of the
mouse pointer and reduce the likelihood of inadvertent selections.

5.2 PyFlowML Prototype

Prompt Windows. Experts valued the prompt windows, which allowed them to
set input parameters (e.g., test size of the dataset equal to 30%) and receive infor-
mative messages (e.g., warnings, execution status, etc.). However, they encoun-
tered challenges in re-opening these windows after closing them, necessitating
the re-connection and re-execution of the node itself.

Connections. Experts positively evaluated the intuitive connection require-
ments, as the matching of colors and labels, which enabled them to quickly
identify and connect the necessary pins among executed nodes.

Execution. In PyFlowML, nodes require manual execution to generate outputs,
which involves right-clicking on the nodes’ green header to access the drop-down
menu. When a node is modified within a pipeline, such as changing the dataset
or ML model, the connected and previously executed nodes downstream of the
modified node must be manually re-executed. Experts suggested the implemen-
tation of automation to streamline this process.

Data Visualization. The data visualization node was employed multiple times
within the canvas, either by re-adding it or disconnecting and re-connecting it
to a new output pin, showing the understanding of its functionality.

5.3 ML Analysis

Execution. In the PyFlow environment, the nodes layout is structured with
input pins on the left side, designed to receive data from other nodes, and output
pins on the right side, allowing the node to transmit data to subsequent nodes in
the workflow. The arcs connect the output of one node to the input of another,
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visualizing the direction of data flow. This layout aligns with the unidirectional
(left-to-right) data flow commonly found in ML analysis processes, which involve
sequential steps, as outlined in the template (e.g., data loading, data classifica-
tion, and so on). Experts noted that they couldn’t change the direction of data
flow, which is a limitation attributed to the inherent nature of ML analysis.

Data Visualization. A degree of uncertainty arose when interpreting a table
displaying the distribution of instances per class in both the training and test
sets and when the template prompted them to interpret the SHAPley values.
These challenges can be attributed to the inherent complexity of ML analysis and
Explainable AI techniques. Nonetheless, the experts made several insightful con-
siderations typical in ML analysis. They demonstrated awareness of the potential
advantages and limitations of their ML-based prototype in the decision-making
process. For example, they identified the “OverTime Yes” feature - which indi-
cates employees working extra hours - as potentially significant in predicting
an employee leaving the company. They also examined the distribution of other
attributes, seeking consistency and attempting to confirm their intuitions. When
seeking potential sensitive attributes in the dataset, they hypothesized correla-
tions between “Marital Status Single” with “Distance From Home” and “Age”
with “Total Working Hours”. To address these hypotheses, they suggested inves-
tigation strategies such as re-running the pipeline excluding these attributes or
employing different ML models and Explainable AI techniques to observe any
changes.

5.4 Survey

The results of the heuristic review are summarized in Table 2. The experts pro-
vided positive feedback for Visibility and Juxtaposability, Secondary Notation,
and Consistency dimensions. The other dimensions received informed critiques,
which are analyzed in the next section.

6 Post-Hoc Analysis and Lessons Learnt

In the post-hoc analysis, we scrutinized the results obtained from both the
think-aloud protocol and the heuristic review. By combining these two sets of
results, we identified potential enhancements for the prototype. Figure 3 provides
a graphical representation of the CDs mapped into the key areas that emerged
from the think-aloud feedback (i.e., the PyFlow environment, PyFlowML, and
ML analysis). Red-colored CDs indicate that experts provided informative cri-
tique for design improvements, green ones have received positive feedback, while
blue-colored have received both. The evaluation of CDs varied based on the key
area considered by the participant.

In PyFlow environment, Viscosity pertains to feedback regarding the
pointer, such as “accidental selections of edges” and node layout, charac-
terized by “closely positioned edges and pins”. To mitigate Viscosity, we can
increase the spacing between pins and edges, as well as among individual pins.
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Table 2. Cognitive Dimensions (CDs) Evaluation

Cognitive
Dimensions

Evaluation

Visibility and
Juxtaposability

The notation allows for easy visibility and location of various components
in the design process, thanks to the familiar drag-and-drop and menu
interfaces. It is easy to simultaneously compare or combine different
parts, facilitated by the infinite canvas

Viscosity Making changes in the notation is generally straightforward, with drag
and drop being the primary method. However, some of the more
challenging changes involved making precise edits to edges, especially
when connections were closely positioned

Hidden
Dependencies

The interconnections among closely related elements are visible within the
notation, thanks to its foundation on a graph structure. However, in
certain instances, the re-execution of nodes may not be immediately
evident. When constructing extensive pipelines, the notation may become
crowded and less clear. Modifying inputs has the potential to impact all
dependencies, potentially resulting in adjustments or changes in their
functionality

Premature
Commitment

Experts mentioned that the notation enabled them to go through the
workflow in any order they prefer, except for executing it, which has to be
done in a specific order. This required to sequence the execution of nodes
in the system

Secondary
Notation

It is possible to create notes and convey information that may not be
formally integrated into the notation by utilizing sticky notes

Hard Mental
Operations

Manually executing nodes might require additional mental effort. While
there weren’t specific elements that appeared mentally complex when
combining multiple components, the interpretation of results was
highlighted as a potential challenge

Error-
Proneness

Common mistakes reported by the experts include errors in connecting
nodes, and these small slips can be frustrating

Role-
Expressiveness

Understanding the overall structure of the notation is easy since there is a
lack of hierarchical distinctions among various elements, resulting in a
straightforward system. The practice of connecting inputs and outputs
with identical names felt intuitive and instinctive, even though the precise
meaning may not have been entirely clear

Consistency Within the notation, the similarity between different components that
convey similar meanings is evident, as they share consistent color-coding
for input and output types

However, employing zoom functionality allows for node enlargement, reduc-
ing Error-Proneness connected to Viscosity. Viscosity can be reduced also for
adding components by eliminating search bar’s sensitivity to special charac-
ters. Experts reported in Hidden Dependencies a feedback related to Diffuseness
- one of the survey’s excluded CDs - exemplified by issues such as “construct-
ing extensive pipelines, where the notation may become crowded and less clear”.
This issue can be mitigated by enhancing the zoom functionality that is enabling
users to zoom horizontally and making the canvas more versatile. However, the
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Fig. 3. Cognitive Dimensions (CDs) mapping by key area

workspace could become infinite, and users might risk employing an excessively
wide workspace, potentially leading to increased memory usage (Hard Mental
Operations). The blue-colored Role-Expressiveness dimension received positive
feedback, with experts finding it intuitive and instinctive when connecting inputs
and outputs with same color (connections) and “node’s outline changes color
through a sequence of orange, yellow, to green, visually indicating its status”
(execution). However, the meaning of pin labels may not be entirely clear,
particularly for inexperienced practitioners in ML analysis (e.g. “Data for Train-
ing” [Fig. 1]). The lack of clarity can be attributed to the inherent complexity
of ML analysis. Experts provided positive feedback: for Visibility and Juxta-
posability such as “zooming in on the node and performing the correct action”
(pointer), “easily drag and drop components onto the canvas, effectively adding
and positioning nodes” (drag-and-drop); for Consistency such as investigat-
ing actions not covered in the instructional video to infer possible connections
(connection); for Secondary Notation such as using sticky notes and convey
information that may not be formally integrated into the notation.

In the PyFlowML prototype, experts report Hidden Dependencies, such as
being compelled to re-open windows after closing them, necessitating the re-
connection and re-execution of the nodes (Prompt Windows), which can
increase Hard Mental Operations. While the implementation of automation to
streamline Execution may alleviate Hard Mental Operations, it could exacer-
bate Hidden Dependencies. Consequently, the efficacy and impact of automa-
tion strategies require careful investigation. Another scenario emerges when an
input within a pipeline undergoes modification, such as changes to parameters,
datasets, or ML models. These changes trigger cascading updates, thus necessi-
tating the manual re-execution of subsequent nodes in the pipeline. A potential
design strategy to mitigate these Hidden Dependencies could involve replacing
those Prompt Windows with a toolbar equipped with specific properties and
assessing impacts on Hard Mental Operations. Experts’ evaluations were posi-
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tive regarding Consistency and Role-Expressiveness. For instance, “colors and
labels enable easy identification and connection of the necessary pins among exe-
cuted nodes” in Connections. Another example is that the data visualization
node was employed multiple times within the canvas, either by re-adding it or
disconnecting/re-connecting it to a new output pin. This usage pattern indicates
the understanding of its role and functionality (Data Visualization).

Finally, the ML analysis area highlights the inherent complexity of ML anal-
ysis processes. Experts identified Premature Commitment, described as unidi-
rectional (left-to-right) data flow involving sequential steps (e.g., data loading,
data classification). Additionally, Hard Mental Operations were detected, partic-
ularly when interpreting tables and plots (e.g., SHAPley values). To clarify the
issue of Premature Commitment in such analyses and to alleviate Hard Mental
Operations, one strategy can involve adding a general description of ML analysis
processes and introducing a helper feature. This helper would appear near tables
and plots as a prompt message when hovering the Pointer over them.

According to this preliminary study, where heuristic results were mapped
onto think-aloud outcomes, we contextualized experts feedback by specific area.
This approach enabled us to prioritize design interventions. From this analysis,
we learned that the PyFlow environment is the primary area requiring enhance-
ments, addressing software design issues. Within this environment, our focus
narrows to the prototype’s ML analysis area, where the most pressing chal-
lenge involves reducing mental effort for users. Furthermore, this analysis shed
light on the pairwise orthogonality of CDs (Green et al. (1996) [22]) by area.
This orthogonal relationship will guide us in balancing trade-offs and developing
optimal strategies.

7 Conclusion

Nowadays, Artificial Intelligence (AI) permeates society, reshaping various socio-
cultural dynamics. As AI-based systems evolve, the expertise required for their
development and management has become concentrated among a select group of
professionals. This trend raises concerns, especially in sectors where responsible
and trustworthy AI is critical for decision-making. Bridging the knowledge gap
between experienced computing practitioners and domain experts, who are less
familiar with the design of ML-based systems, is becoming increasingly crucial.

Our research sought to address this gap by introducing the PyFlowML pro-
totype, developed within an open-source flow-based programming environment.
The objective of our study was to evaluate whether the prototype encour-
ages user participation in the design of ML-based systems. We conducted an
expert-based review, combining cognitive walk-through and heuristic evalua-
tion approaches. This multifaceted strategy aimed to investigate user interac-
tions with PyFlowML, prioritizing insight generation over conclusive evidence.
Reflecting its exploratory nature, our study included a think-aloud protocol
and a post-test survey grounded in the Cognitive Dimensions (CDs) Framework
(Green et al. (1996) [22]).
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In the post-hoc analysis, we scrutinized the results obtained from both the
think-aloud protocol and the heuristic review. By investigating the coherence
between these two sets of results, we identified potential design enhancements for
the prototype. We were able to map CDs to key areas to clarify and contextualize
design issues, detect trade-offs, and then define strategies and priorities. From
this analysis, we learned that the PyFlow environment is the primary area requir-
ing enhancements, particularly in addressing technical aspects. Within this envi-
ronment, our focus narrows to the prototype’s ML analysis component, where
the most pressing challenge involves reducing mental effort for users.

Future research will expand to include more experts and user-based test-
ing, targeting individuals with limited computing and ML experience, as well
as conducting comparative analyses with similar tools. We plan to employ the
NASA Task Load Index (NASA-TLX) to gain deeper insights into the cognitive
load experienced by users. This will provide a more nuanced perspective on user
participation. Additionally, we will use the System Usability Scale (SUS) to mea-
sure usability and analyze completion times for tasks to facilitate a comparative
analysis of similar tools.
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Abstract. This study delves into the dynamics between user politeness
and the intelligence level of conversational AI products, alongside their
interaction methods. We focused on the evolving sophistication of AI,
especially in large language models like GPT, and its influence on user
behavior and perception. A notable finding is the significant correlation
between AI intelligence and the frequency of user politeness. As AI pro-
gressively mimics human-like understanding and interaction, users tend
to engage more politely, viewing these interactions as akin to communi-
cating with a peer.

We also highlight the importance of interaction modes. While users
generally show more politeness in text and voice dialogues compared
to simpler interfaces, the anticipated superiority of voice dialogues in
eliciting politeness over text was not observed, which suggests that the
interaction format may be less impactful than the AI’s perceived intelli-
gence.

Furthermore, our identify a positive link between user satisfaction and
politeness, positing that politeness could act as an indirect indicator of
user satisfaction with AI products. This method offers a less intrusive
alternative for assessing AI effectiveness, diverging from direct metrics
like task efficiency or subjective satisfaction.

Our research offers new insights into users’ polite behavior towards
AI products. It reveals which product characteristics prompt users to
exhibit polite behavior and highlights the significance of observing user
politeness for AI product design.

Keywords: AI · Politeness · Human AI interaction

1 Introduction

With the rapid development of artificial intelligence (AI) technologies in recent
years, particularly large language models such as GPTs, the intelligence level of
AI and its ability to perform tasks have been advancing swiftly [1]. Concurrently,
how humans interact with AI is constantly developing [5]. Intelligent applications
excel in accomplishing diverse and complex tasks and show significant potential
in establishing emotional connections with users. They are intelligent virtual
assistants capable of answering questions, executing tasks, and even simulating
interpersonal interactions.

The effective utilization of artificial intelligence relies not only on its tech-
nical performance but also on how users interact with it. In past experiments,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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we observed an interesting phenomenon: participants, accompanied by virtual
avatars during museum visits, engaged in eye contact with these avatars despite
the avatars lacking actual eyes. Additionally, some users employing AI dialogue
assistants like Alexa and ChatGPT displayed polite behavior, such as saying
“please” and “thank you,” even though they understood that these entities lack
personality and are not influenced by polite treatment [8].

We think that users’ polite behavior towards AI applications may suggest
that, to some extent, users treat them as entities deserving of social etiquette,
transcending their role as mere tools like search engines or robotic arms. We
seek to understand the factors driving the occurrence of polite behavior and its
potential correlation with the user experience of AI applications.

In essence, we aim to explore whether different interaction methods and
higher levels of intelligence prompt users to exhibit more politeness toward AI.
Moreover, we aim to learn whether user politeness indirectly reflects satisfac-
tion with using AI applications. By doing so, we can guide application design,
assisting designers in optimizing interaction methods to enhance user experience.

We review existing literature on the anthropomorphization of AI, the rela-
tionship between AI and Humans, and interaction methods of AI products.

Research primarily focuses on how the degree of anthropomorphization
affects user experiences with AI. Advances in natural language processing and
machine learning technologies have led to increased anthropomorphization in
AI applications like cars, robots, and other products [3,4]. Scholars investigate
the impact of different anthropomorphization approaches on user experiences,
noting that anthropomorphization can alleviate user anxiety and stress when
interacting with unfamiliar objects and make users more receptive to product
recommendations.

Anthropomorphization, however, does not completely alter the relationship
between humans and AI. People still consider AI voice assistant tools, provid-
ing convenience through following commands and completing tasks. Neverthe-
less, the image and identity of AI influence people’s experiences, and caution is
advised against overly personifying AI, reminding users that AI remains a tool.

Some studies have observed users’ polite behavior towards AI assistants and
analyzed relevant factors from the user’s perspective, noting that individuals in
family settings are likelier to exhibit polite behavior than those living alone.

However, there needs to be more research on which characteristics of AI
products prompt users to display polite behavior and a dearth of further analysis
on the meaning or impact of user politeness.

Our primary focus is investigating which characteristics of AI products lead
to user politeness and exploring what user politeness towards AI products sig-
nifies. To address these questions, we examine user behavior and evaluations
using different conversational AI products, distinguishing them based on intelli-
gence levels and interaction methods. We aim to understand how user politeness
and usage experiences change with increasing intelligence levels and interaction
methods resembling human communication.
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On the dimension of intelligence levels, we consider the significant advance-
ments in user-AI relationships since the release of ChatGPT. Unlike search
engines or personalized recommendation algorithms that excel in specific scenar-
ios, large language models can now comprehend questions and provide answers
akin to human understanding, a factor we presume to be crucial in prompting
polite behavior.

On the other hand, we observe that, despite GPT API, based on the GPT3
model with similar intelligence levels, being available earlier, ChatGPT gained
global popularity swiftly. Hence, we argue that intelligence levels are not the
sole critical factor; conversational interaction that resembles human-to-human
communication increases the appeal and affinity of AI products for users.

Additionally, we emphasize the importance of user experience during AI
product usage. In each dimension’s comparative experiments, we document how
users assess AI products’ assistance during task execution. Furthermore, we ana-
lyze whether there is a correlation between user feedback and politeness, aiding
a deeper understanding of the motivations and emotional connections between
users and AI.

In contrast to prior studies that focused on users’ polite behavior towards
conversational AI products, our work discovers a stronger inclination for users to
display polite behavior as the intelligence level of AI products increases. When
users interact with AI in a manner resembling human-to-human communica-
tion, they also tend to exhibit polite behavior, even when aware that AI lacks
emotions.

Moreover, we find a correlation between users’ inclination towards polite
behavior and their positive evaluations of AI products. Hence, identifying user
politeness as an indirect indicator for evaluating AI products can facilitate
obtaining user feedback without causing disruptions.

Our research contributes to advancing the development of AI applications,
better meeting user needs, and providing more valuable services. This study
facilitates a deeper and more intimate interaction between AI and users, offering
insights to designers for designing AI applications that align with user expecta-
tions and preferences.

2 Related Work

2.1 Anthropomorphism in AI

AI technology has evolved rapidly over the past ten years. Advances in AI have
brought the information conveyed by a product, the product’s behavior, or the
sound of a product closer to that of a human being, exuding a sense of humanity
[9].

Research on AI anthropomorphism can be divided into two levels: anthro-
pomorphic descriptions of AI as a whole conceptually and AI as a product
approaching humans in appearance, behavior, and role.

To the public, novels, movies, and other cultural products depict AI as a
new type of human with extraordinary abilities, and researchers in the field of
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AI use words such as “understanding” and “learning” to describe the behavior
of AI. Although not reading and practicing like humans, the process of AI mas-
tering the ability is called human behavior, and “machine learning” is a typical
representative of AI anthropomorphism. 4]

More often than not, AI anthropomorphism refers to AI-based applications
or objects that resemble human beings in appearance, behavior, and roles. The
manifestations of AI anthropomorphism include the use of avatars, the use of
names used by human beings, the possession of a human avatar, the possession
of a specific occupation or identity, and the generation of speech. The research
mainly focuses on the degree of AI anthropomorphism.

The study focuses on the impact of the degree of anthropomorphization on
the user’s experience with AI. The more anthropomorphic the product is, the
more trusting the user is in using the AI product and the more likely they are to
feel warm and happy. Anthropomorphism relieves users’ anxiety and stress due
to unfamiliarity when interacting with unfamiliar virtual objects, as it appeals
to human social nature [17–19]. Higher anthropomorphization gives consumers
better attitudes, responds more positively, and is more willing to accept AI
recommendations in product recommendation scenarios [14,15].

At the same time, AI anthropomorphization has led to the migration of
social perceptions into human perceptions of AI. The study reported that gen-
der stereotypes also influenced the role of AI product anthropomorphization,
with AIs presented as male identities being more popular with consumers when
recommending utility products. In contrast, AIs presented as female identities
were more popular with consumers when recommending entertainment products
[13]. This is consistent with the gender stereotypes that exist in human society.

The current AI products show the trend that the closer they are to humans,
the more popular they are with users. However, the Valley of Horrors effect
also reminds us that this trend may not last forever; it is just that AI product
anthropomorphism has not yet been able to develop to the extent that it is close
to humans in the Valley of Horrors effect [20].

Based on this trend, we also speculate that the more AI products use human-
to-human interaction, the more they will make users unconsciously think it is
also human, thus showing polite behavior.

2.2 Relationship Between AI and Human

The relationship between AI and users has evolved with the development of AI
applications. The sample of AI products can be divided into three categories
according to the different use scenarios and intelligence levels, and the relation-
ship between AI and users changes with AI products.

The first category is AI, which does not have human characteristics, and the
technology is deeply bound to the use of scene, such as facial recognition and text
recognition. In these cases, the AI is the technical support behind the product
features and exists as a pure tool. Apple mobile phone users will not think that
the recognition technology behind the FaceID function has any similarities with
humans, much less consider it an assistant or partner.
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The second category is the AI assistants represented by Siri and Alexa. They
have the name and the ability to dialogue and complete tasks, but there still
needs to be a massive gap between the ability to understand language and
humans. Because they possessed the name, dialogue ability, and other char-
acteristics similar to humans and were launched and advertised as intelligent
assistants, people began to personify AI. Unconscious personification behaviors
can be observed in less than half of the users’ behaviors, such as saying “please”
and ’‘thank you‘’ to Alexa, and some users will express love or reprimand to
Alexa. In terms of the tendency to personify behaviors, heavy users do not have
a greater tendency than light users. However, people living in families have a
greater tendency than people living alone [8].

In commercialized scenarios, the role played by the AI influences the rela-
tionship between the AI and the user and the effectiveness of its use. When AI
adopts the identity and tone of a friend rather than an assistant when recom-
mending products, users will prefer the recommended products, and the effect
is powerful on low-priced products [12]. There are arguments in favor of being
wary of the deep involvement of AI products in life in order to avoid people
being controlled by AI and that humans should always act as masters of AI and
use AI as tools rather than treating them as partners or friends [10].

The third category is the large-model dialogue AI with near-human compre-
hension since the release of ChatGPT. In this stage, AI can get rid of specific
usage scenarios understand a wide range of problems and requirements, and
perform specific creations.

At this stage, the relationship between the AI and the user becomes compli-
cated, and research shows that humans begin to regard the AI as a companion
rather than just an assistant. On the one hand, the AI still follows the user’s
orders, completes tasks according to the instructions given by the user, and
exists as a human servant [7]. On the other hand, the characteristics of AI also
influence people’s attitudes towards AI. Users also consider AI more trustworthy
if they are told that AI will care for themselves when using it [11].

Human attitudes towards AI are also ambivalent. Both researchers, investors,
and companies have very positive expectations of AI’s capabilities and potential.
However, humans remain wary of AI performing human creations and intellectual
acts. When AI performs creative work, people tend to give lower ratings to
works labeled as AI-created, and they also tend to think that excellent works
are created by humans [8].

Overall, while humans are amazed that AI possesses a level of intelligence
close to that of humans and, as a result, gives AI more and more personality
attributes, they are also wary of AI overtaking and replacing humans.

2.3 Interaction Methods of AI Products

In the research of Artificial Intelligence (AI) interaction forms, several works
have focused on enhancing the naturalness, diversity, and intelligence of human-
computer interaction and enhancing the interaction with AI by multimodal
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means, with speech, text, and facial expressions being widely used in AI inter-
action forms [21,22].

Research has gradually delved into multiple dimensions to enable AI to under-
stand the user’s intentions and emotions more accurately. At the most basic
level, researchers have explored collaborative human-computer models that use
natural textual semantics for communication, highlighting the benefits of com-
municating intuitively and naturally improving collaborative efficiency and the
user experience [23]. Lemon highlights the role of natural language in human AI
by discussing conversational AI for multi-intelligent body communication team
formation and coordination as an essential role as a universal communication
interface [24].

With the advancement of deep learning techniques, multimodal approaches
have been widely adopted to improve the richness and efficiency of interactions.
Jonell et al. generates perceptual facial gestures in conversational agents through
a probabilistic approach, which enhances the natural interactions between
humans and machines and further improves the expression of emotion and com-
prehension of interactions [25]. Multimodal emotion recognition for intelligent
personal assistants and chatbots, such as speech features and text embedding,
was implemented to facilitate the AI agent’s understanding and expression of
the user’s emotions [26], which promotes the naturalness of the AI agent’s inter-
actions.

Šumak et al. provide an overview of state-of-the-art AI methods and sensor
technologies in human-robot intelligent interaction, especially in the intelligent
recognition of emotions, gestures, and facial expressions [27]. Ghajargar et al.
show how physical forms can facilitate dialogue and empowerment in AI inter-
action by exploring the use of tangible and physical forms as a model for inter-
preting AI [28], introducing more visual and tactile elements to AI interactions,
enhancing the physicality and immersion of the interaction.

More than just enhancing AI comprehension, multimodality has also been
applied to AI expression. Lamia et al. focused on creating human-like virtual
agents capable of generating facial expressions with actions based on the input
text of chat partners to enhance the interaction experience [29]. This approach
enhances the naturalness and emotional depth of the interaction by interpreting
the user’s text input and translating it into corresponding facial expressions.
A chatbot design that integrates avatar and voice interaction enables a more
dynamic human-robot interaction through speech recognition, text-to-speech,
and facial gesture synchronization [30]. This design considers speech and text
input and incorporates facial expression synchronization, resulting in a more
holistic approach to multimodal interaction.

Together, these studies have contributed to the development of multimodal
interaction techniques, allowing human-computer interaction not limited to a
single input mode but to provide a richer and more natural interaction experience
by combining multiple sensory inputs. In the area of Extended Reality (XR)
and Human-Computer Intelligent Interaction, Wienrich and Latoschik explore
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human-AI interaction in XR environments and provide insights into the use of
XR to study human-AI interaction [22].

3 Concept

We use politeness behavior as an entry point to investigate which characteris-
tics of AI dialogue products influence users’ politeness behavior. Based on the
development of AI products and academic research on anthropomorphism, we
hypothesize that AI products’ intelligence level and interaction style are the
main factors affecting users’ polite behavior (Fig. 1).

Fig. 1. Intelligence and Interaction dimension of the study

We hypothesize that when the intelligence level of an AI product is signifi-
cantly lower than that of a human, users are more inclined to view it as a tool
rather than a partner. As the intelligence level of AI products increases, users
are likely to feel understood during the use process. They are more inclined
to believe that the two parties are reciprocal, thus displaying different polite
behaviors than simply using a tool.

Specifically, we selected Atom, a Chinese language model with a small param-
eter scale, GPT3.5, which represents an industry benchmark for AI dialogue
products, and GPT4, which represents a relatively advanced and high level of
intelligence, as the environments used in the three sets of experiments.

We also hypothesize that when users interact with AI products in a way that
is close to how humans interact, users are more likely to unconsciously treat
each other as humans and exhibit characteristics or habits of communicating
with humans.
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Specifically, we provide experimenters with different interaction styles based
on the GPT4 API, which also has a high level of intelligence. The terminal
provides a non-dialogical text solitaire window. Since the API does not have
memory capabilities, users cannot interact dialogically but must describe the
task in full each time they send it. Chats use an identity-setting ChatGPT, where
on top of the dialogue, the user is presented with a description of the identity,
an avatar related to the task, and thus feels that he or she is in dialogue with
a person with a specific identity and expertise. Audio condition, where the user
sends a message to the AI product using voice, and the AI product replies using
voice. Unlike textual interactions, the AI’s voice replies also mimic the tone of
voice, pauses, and other features of human speech.

During the experiment, participants were asked to complete a consulting task
with two random products, one to understand the legal concept of “presumption
of innocence” and the other to seek business advice on opening a snack bar. A
participant will not use the same product but will be working to repeat the same
task, and the order in which participants perform the tasks will be randomized.

We will analyze, based on the experimental data, whether the condition of
the AI product influences the tendency of users to show polite behavior, other
evaluations of the product by users, and whether polite behavior and these eval-
uations are correlated and can be used as a kind of indirect indicator for judging
the evaluation of the product.

4 Pilot Study

We aimed to explore the impact of conversational AI products with different
degrees of intelligence and interaction styles on users’ politeness and usage expe-
rience. We used the degree of intelligence and interaction style as independent
variables and the politeness behavior and usage evaluation exhibited by users
as dependent variables. We used further quantitative analysis to understand
participants’ perceptions of the different factors.

4.1 Study Design

In order to validate the impact of the level of intelligence and interaction on
users, we designed this experimental hypothesis:

H1 Degree of Intelligence. An Increased level of intelligence of the AI product
promotes polite behavior of the user.

H2 Interaction Mode. Users interacting with AI products in a way that is
closer to humans will promote polite behavior.

H3 Politeness Reflects Satisfaction. Users who exhibit polite behavior when
using an AI product are more satisfied with the AI product.

To test these hypotheses, we designed two experimental tasks requiring par-
ticipants to complete specified goals using the AI product. To ensure the exper-
iment’s validity and avoid the repetition effect caused by two tasks being too
similar, we designed these two tasks to be complementary and alternating.



What Makes People Say Thanks to AI 139

Task 1 Advice on Opening a Snack Bar: In this task, participants were
required to use the AI product to obtain advice on opening a snack bar. This
may include advice on shop location, market analysis, and product selection.
This task observes the user’s behavior and evaluation of the product in the
context of seeking complex and specific advice scenarios.

Task 2 Understanding the Concept of Presumption of Innocence:
This task requires participants to understand the concept of “presumption of
innocence” through the AI product, which is a legal term that refers to a legal
process in which any accused individual is considered innocent until proven
guilty. This task observes user behavior and product evaluation in a scenario
where the professional concept is understood.

4.2 Conditions and Metrics

In order to compare AI products with different levels of intelligence, we have
chosen three representative models of large languages that represent different
levels of current AI technology in language understanding and generation. The
following are the three variables of intelligence level:

Atom: As a representative of a lower intelligence level, Atom has basic lan-
guage understanding and generation capabilities, but with fewer parameters,
it is not easy to ensure that the answers are complete and reasonable.
GPT3.5: As a representative of a medium level of intelligence, GPT3.5 can
understand the user’s requirements and give reasonable answers, which can
basically satisfy the user’s needs.
GPT4: As a representative of a higher degree of intelligence, GPT4 demon-
strates the most advanced language processing capabilities available and can
understand complex requests and give satisfactory answers.

In order to explore how different interaction modes view the user’s anthropo-
morphization of the AI Agent, three interaction modes were designed: Terminal,
Chats, and Audio. These modes reflect the ways and degrees in which the user
interacts with the AI Agent. The following are the three variables of the inter-
action modes:

Terminal: In this Mode, the user uses the AI product through a command
line procedure, and the product does not have historical memory capabilities.
This approach is very different from human-to-human communication and is
closer to using a tool.
Chats: In this model, the user uses the AI through a chat interface and is
told that the other person has expertise in the field. This approach is close
to an online consultation with a human expert.
Audio: In this model, the user uses the AI via voice, miming human tone
and pauses to communicate with the user. This approach approaches human
offline communication.
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We record the user’s evaluation of the AI and the polite behavior displayed.
To this end, we designed a series of questions to measure users’ evaluation and
politeness of the AI. These questions were primarily recorded using a 7-point
Likert scale, with higher scores reflecting better performance in:

Closeness: “It makes me feel friendly,” “Its level of intelligence is close to
that of a human,” “Its wordplay is close to that of a human,” “Using it is like
communicating with a human being,” “I feel like a cold tool rather than an
assistant,” “I feel angry when it does not provide me with the help I need.”
Courtesy: “Carrying out the task with a level of intelligence close to that of a
human being,” “It uses words close to that of a human being,” and “Using it is
like communicating with a human being.

Politeness: “In the course of carrying out a task, I say polite phrases to it
such as ‘Hello, please,”’ “In the course of carrying out a task, I say ‘Thank you!’
and other words of thanks.”

In addition to this, we also considered the user experience. The USE question-
naire aims to comprehensively assess four core dimensions of usability: usefulness,
ease of use, ease of learning, and satisfaction. The questionnaire consists of 30
evaluation items, validated for effectiveness and reliability in previous studies [1].
Evaluation is conducted using a seven-point rating scale based on Likert scales,
ranging from “strongly disagree” to “strongly agree,” to measure the degree of
agreement with each evaluation item quantitatively. Higher scores reflect better
performance in the corresponding dimension.

4.3 Participants, Apparatus and Procedure

We recruited 18 participants, ten males, and eight females. Their mean age was
22.15 years with a standard deviation of 1.32, and each participant received the
same amount of cash as a reward. During the recruitment process, the back-
ground of the participants was detailed and screened. Each participant had rele-
vant experience using the technology to ensure that they could effectively interact
with the AI Agent. Participants self-reported that 12 frequently experimented
with the AI Agent (daily), and 10 used it weekly.

The experimental site was a quiet indoor environment with the necessary
computers and mobile devices. These devices were ensured to have the appro-
priate software installed, and we tried to optimize the use of the experimental
equipment to minimize the impact of physiological and objective factors on the
participant’s experience. Depending on the experimental scenario, we provided
participants with appropriate interaction tools, such as keyboards, mice, touch-
screens, or headset microphones.

The experimental procedure was designed to be simple and easy to follow
to ensure that participants were able to complete the experimental tasks and
provide accurate feedback. Participants were asked to complete two different
experimental tasks, each of which was designed as a Between-subject design,
whereby participants experienced only one take of each experimental task so
that we could more accurately compare their experiences and perceptions across
conditions.
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First, participants were introduced to the purpose and procedure of the
experiment and signed an informed consent form. Then, we collected their basic
information, such as age, gender, and experience in using technology, through
a questionnaire. Before the experiment officially started, we conducted a simple
operation training for participants to ensure that they were proficient in using
the equipment and software in the experiment. This step was intended to pro-
vide a balanced starting point for the participants so that they could focus on
the experience of interacting with the AI products rather than learning how
to use the devices. Participants performed interaction tasks with AI products
of different intelligence levels and interaction styles during the experiment. At
the same time, we did not limit the time for the participants to complete the
tasks. As long as the participants indicated that the tasks were completed and
expressed their satisfaction, we instantly ended the current task. Immediately
after completing each task, participants were asked to complete a questionnaire
to record their subjective feelings and experiences. To avoid memory effects, we
provided a short break between tasks.

Overall, this research design aimed to comprehensively assess the impact
of the degree of intelligence and interaction on user experience and how these
factors influence users’ polite behavior and evaluation of AI products. We hope to
provide valuable insights and guidance for future AI design and user experience
research by incorporating quantitative research methods.

5 Results

5.1 Intelligence

We first analyzed the effect of different levels of Intelligence on users’ Politeness
and Closeness. We found that Intelligence showed consistency across these two
dimensions, specifically, Politeness (F = 1.822, p = 0.217, η2

p = 0.288) and
Closeness (F = 0.404, p = 0.679, η2

p = 0.082), with no significant differences.
However, for the Politeness dimension, GPT4 (M = 4.75, SD = 1.66) was overall
higher than GPT3.5 (M = 3.38, SD = 1.55) and Atom (M = 2.75, SD = 1.32)
(Fig. 2).

We further analyzed the results of the USE questionnaire and found that
Intelligence showed consistency in the Usefulness, Ease of use, and Ease of
learning dimensions with no significant differences. The results were Usefulness
(F = 2.72, p = 0.19, η2

p = 0.116), Ease of use (F = 0.96, p = 0.42, η2
p = 0.107),

and Ease of learning (F = 1.06, p = 0.38, η2
p = 0.118). These results suggest

that different levels of Intelligence do not significantly affect user experience on
these dimensions.

In our study, we also analyzed the effect of different levels of Intelligence on
user satisfaction (Satisfaction). On the Satisfaction dimension, we found that
different levels of Intelligence presented a significant main effect (F = 11.44,
p < .01, η2

p = 0.560) with a large effect size. Further post hoc tests revealed that
GPT4 (M = 6.03, SD = 0.57) had significantly higher Satisfaction scores than
Atom (M = 3.16, SD = 1.33, p < .01), while GPT3.5 (M = 5.03, SD = 0.37)
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Fig. 2. The Mean (SD) of Politeness, Closeness, Usefulness, Ease of use, Ease of learn-
ing, and Satisfaction rated in the questionnaire under three different Intelligence.
Higher scores show greater recognition of the corresponding dimensions by the sub-
jects. ∗ and ∗∗ significant differences at p < 0.05, and p < 0.01 levels respectively.

also had significantly higher Satisfaction scores than Atom (p < .05). However,
the difference between GPT3.5 and GPT4 was not significant (p = 0.282).

Intelligence showed consistency for Time (F = 1.082, p = 0.379, η2
p = 0.194),

with no differences among the objective data metrics.

5.2 Interaction

In our study, we first analyzed the effect of different Interactions on Politeness.
Interaction presented a significant main effect (F = 5.551, p < .05, η2

p = 0.552)
with a large effect size on the Politeness dimension. Further post hoc tests
revealed the following results: lower Politeness scores for Terminal (M = 1.63,
SD = 0.48) than for Chats (M = 4.63, SD = 0.48, p < .05). There was a non-

Fig. 3. The Mean (SD) of Politeness, Closeness, Usefulness, Ease of use, Ease of learn-
ing, and Satisfaction rated in the questionnaire under three different Interactions.
Higher scores show greater recognition of the corresponding dimensions by the sub-
jects. ∗ and ∗∗ significant differences at p < 0.05, and p < 0.01 levels respectively.
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significant difference in Politeness scores between Audio (M = 3.25, SD = 2.10)
and Chats (p = 0.325) and with Terminal (p = 0.223) (Fig. 3).

Further, we found that the effect of Interaction on Usefulness and Ease of
learning showed consistency. Comparatively, Usefulness showed borderline sig-
nificance but did not reach the level of significance (F = 3.368, p = 0.081,
η2
p = 0.428), while Ease of learning showed consistency (F = 1.387, p = 0.299,

η2
p = 0.236).

Next, we analyzed the effect of different Interactions on users’ Ease of use.
Interaction presented a significant main effect (F = 6.634, p < .05, η2

p = 0.596)
with a large effect size on the Ease of use dimension. Further post hoc tests
revealed the following results: the Ease of use scores were lower for Terminal
(M = 4.53, SD = 0.43) than for Audio (M = 5.20, SD = 0.59, p < .05)
versus Chats (M = 5.95, SD = 0.62, p < .05). The Ease of use scores were not
significantly different (p = 0.336).

We further analyzed the effect of different Interactions on User Satisfaction.
Interaction presented a significant main effect (F = 17.233, p < .01, η2

p = 0.793)
with a large effect size on the Satisfaction dimension. Post hoc tests revealed
the following results: the difference in Satisfaction scores between Audio (M =
4.890, SD = 1.723) and Chats (M = 6.388, SD = 0.200) tended to be signifi-
cant but did not reach the level of significance (p = 0.0865), and the difference
between Audio and Terminal (M = 2.796, SD = 2.409, p < .01) were significant
(p < .01), and the difference between Chats and Terminal was also significant
(p < .01).

Interaction showed consistency for Time (F = 0.095, p = 0.910, η2
p = 0.021),

with no differences among the objective data metrics.

5.3 Correlation Analysis

Table 1. Overall Correlation Matrix

Politeness Closeness Usefulness Ease of use Ease of learning Satisfaction

Politeness 1

Closeness 0.339 1

Usefulness 0.371 0.338 1

Ease of use 0.490* 0.437* 0.340 1

Ease of learning 0.116 0.285 0.298 0.688** 1

Satisfaction 0.345 0.434* 0.913** 0.434* 0.376 1

The overall correlation analysis focuses on the correlation between Politeness
and the remaining dimensions. We found a correlation between Politeness and
Ease of use with a correlation coefficient value of 0.670, which is significant at the
0.05 level, thus indicating a significant positive correlation between Politeness
and Ease of use. In addition to this, Satisfaction also shows a correlation with
Closeness, Usefulness, and Ease of use; specifically, the correlation coefficients
are 0.434∗, 0.913∗∗, and 0.434∗, respectively (Table 1).
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Table 2. Correlation Matrix of Interaction Dimension

Politeness Closeness Usefulness Ease of Use Ease of learning Satisfaction

Politeness 1

Closeness 0.377 1

Usefulness 0.561 0.643* 1

Ease of Use 0.512 0.594* 0.636* 1

Ease of learning -0.000 0.483 0.524 0.619* 1

Satisfaction 0.670* 0.546 0.822** 0.693* 0.607* 1

In Interaction, we find that the correlation coefficient value between Polite-
ness and Satisfaction is 0.670 and shows significance at the 0.05 level, thus indi-
cating a significant positive correlation between Politeness and Satisfaction. In
addition, Satisfaction also correlates with Usefulness and Ease of use (Table 2).

Table 3. Correlation Matrix of Intelligence Dimension

Politeness Closeness Usefulness Ease of Use Ease of learning Satisfaction

Politeness 1

Closeness 0.310 1

Usefulness 0.232 0.077 1

Ease of Use 0.459 0.261 0.066 1

Ease of learning 0.232 0.066 0.103 0.774** 1

Satisfaction 0.382 0.280 0.825** 0.126 −0.019 1

In Intelligence, there is no correlation between Satisfaction and any of the
dimensions. In addition, Satisfaction also shows significance with Usefulness at
0.01 level with a correlation coefficient of 0.825 (Table 3).

5.4 Findings

We found that intelligence level had a positive but insignificant effect on the aver-
age rating of users’ polite behavior. While interaction style significantly affected
polite behavior, it was not the case that a more uniquely human interaction style
made users more polite.

Changes in both intelligence level and interaction style significantly affected
user satisfaction, with participants preferring AI products with high intelligence
levels and interacting with AI products using text-based dialogue.

Meanwhile, under the dimension of interaction mode, the user’s polite behav-
ior is positively related to the user’s satisfaction with the AI product, and the
user’s actual display of polite behavior can infer the user’s evaluation of the AI
product.
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6 Discussion

6.1 Intelligence and Interaction

We found that this result did not reach the significance level even though the
average score for politeness with a higher level of Intelligence was higher. This
may be because GPT4 has more advanced language processing capabilities and
can interact with users more naturally, thus motivating them to respond more
humanely. Users may perceive that AI products with high levels of Intelligence
demonstrate near-human understanding and thinking abilities in dialogue and
thus be more inclined to show polite behavior towards them.

Our study also found that the increase in the level of Intelligence of AI prod-
ucts had a weak effect on user closeness, suggesting that the level of Intelligence
is not the main factor influencing users’ closeness to AI products. In individual
participant feedback, AI products with high levels of Intelligence also led to feel-
ings and discomfort, which reduced intimacy with the AI. This could be because
it did not fit the user’s impression of the AI product, or the Valley of Terror
effect could have caused the user to feel uneasy.

Regarding interaction style, we found that users who used the text dialogue
Chats showed the most polite behavior and were significantly more likely to do so
than those who used the Terminal. Voice interactions did not inspire more polite
behavior than text interactions, which is inconsistent with our H2 hypothesis.
This is due to the technical limitations of voice interaction regarding inaccurate
recognition and significant delays. This leaves a large gap between the experience
of using voice-interacted AI products and making phone calls at this stage. In
contrast, AI products using text dialogue are close to texting and chatting using
social media., in terms of experience.

AI products need to focus on their user experience while improving their
Intelligence. Some participants felt that “GPT4’s intelligence was too high, mak-
ing it difficult for them to perceive it as a human-like being and feel afraid”.
Strange and powerful subjects are prone to cause user resentment, which aligns
with observations from other studies [17]. AI products can minimize anxiety and
stress in use by using familiar interactions and images that make users feel close
to them.

In summary, we found that the degree of intelligence and interaction style
affect users’ polite behavior and experience using the product. We gave rec-
ommendations on the reasons for this. Designers of AI products can use these
principles to change users’ experience of using AI products.

6.2 Polite Behaviour and User Reviews

Through correlation analysis, our study found a significant positive correlation
between Satisfaction, Ease of use, and Politeness. This finding suggests that
when users find the AI easy to use and meet their needs, they are more likely to
treat the AI with politeness and respect and, to a certain extent, to personify
the AI. This also echoes the fact that Satisfaction produces a significant positive
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correlation with Ease of use and Closeness. This relationship also reflects users’
overall approval of the experience of using the AI product; when the AI is easy
to operate and helpful, users are more likely to be satisfied and express this
Satisfaction as polite behavior towards the AI.

Therefore, polite behavior can be used as an indirect evaluation indicator to
estimate users’ evaluation of AI products by analyzing the usage records without
asking them to give additional feedback, which has some reference value for AI
product designers.

We also found that Intelligence level has a significant impact on user sat-
isfaction. AI products with a high level of Intelligence can provide satisfactory
answers and solutions to meet users’ needs. Increasing the intelligence level of
AI products is critical to improving user satisfaction. Meanwhile, the interaction
mode (Interaction) also has an impact on user satisfaction, in which the inter-
action mode of text dialogue (Chats) is significantly higher than the traditional
command line (Terminal) in terms of user satisfaction. However, voice dialogue
(audio), which we mentioned in Sect. 6.1, failed to increase user satisfaction sig-
nificantly. In the same way as its effect on polite behavior, this could be due to
the inaccuracy of speech recognition, response delays, and other issues affecting
the user’s interaction experience.

6.3 Limitation and Future Work

Different Application Scenes and Functions. This study provides an
understanding of the impact of intelligence levels and interactions on users’
polite behaviors and usage experiences in a general context. However, it needs
to explore the user experience of AI in specific application scenes and functions.
Different application scenarios and functions may impact users’ perceptions and
behaviors differently. For example, in education, AI products may be used to
assist learning or provide customized educational content, and it is also worth
exploring how these functions affect the learning experience and whether stu-
dents are polite to their AI teachers. Similarly, in the medical field, AI products
can provide medical advice to patients, and patients’ attitudes and evaluations
of AI doctors are worth studying.

Future research should explore the application of AI products in these
domains and study the impact of different scenarios and functions on user cogni-
tion, emotion, and behavior. Such research will help to understand the potential
and challenges of AI in different domains more comprehensively and provide
guidance for customized design and application of AI.

Impact of Individual Differences. Various individual differences may influ-
ence people’s polite behaviors and evaluations of AI products. These differences
may include demographic characteristics (e.g., age, gender, cultural background),
personal preferences, and technology familiarity. For example, younger users may
be more familiar with and accepting of new technologies, while older users may
need more guidance and support. Cultural background may also influence users’
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attitudes and expectations towards AI. In addition, individuals’ technological
familiarity and preferences may affect how they interact with AI products and
how much they trust and rely on them.

Future research should consider these individual differences and examine how
they affect how users interact with and care about AI products. Such research
will contribute to a deeper understanding of the needs and expectations of dif-
ferent user groups and inform the design of more inclusive and adaptive AI. By
considering the individual differences of users, AI technology can be brought
closer to the real needs of users, enhancing the user experience and promoting
the widespread acceptance and application of AI technology.

7 Conclusion

We found that the tendency of users to exhibit polite behavior when using a
conversational AI product is highly correlated with the level of intelligence of
the AI product and how the user interacts with the AI product. The greater the
level of intelligence of the AI product, the more often the user exhibits polite
behavior. This is because as the comprehension of conversational AI increases,
the AI can understand the user’s language more and give valuable feedback,
which makes the user feel like they are communicating on an equal footing.

How a user interacts with an AI product similarly influences the user’s polite
behavior. When users interact with the AI product in text and voice dialogue,
the tendency to show polite behaviors is higher than that of using a Terminal
with no dialogue memory. This is because text dialogue and voice dialogue are
the ways people are used to communicating with others. Thus, even if they
know that the other party is an AI product rather than a real human being,
they unconsciously treat human beings as they would like to be treated.

Contrary to our expectations, interacting with AI products through voice
dialogue does not prompt users to show polite behavior more than using text dia-
logue methods. This may be related to people’s language usage habits, although
using voice mimics how humans communicate more deeply than using text. How-
ever, people may not use polite language as frequently as they do when working
together on a task. In conclusion, differences in interaction styles affect users’
polite behavior, but the documentation of the effect needs to be further investi-
gated.

Furthermore, user satisfaction with the AI product was significantly and
positively correlated with the tendency to exhibit polite behavior when chang-
ing the interaction style. Although the causal causality behind this cannot be
established, i.e., users may not be grateful because the AI product does their job
better, we believe that politeness behavior can be used as an indirect indicator of
users’ evaluation of the AI product. Compared with subjective satisfaction and
task completion effectiveness, politeness behavior can be obtained by directly
capturing user behavioral data without requiring users to make additional eval-
uations of AI products and is suitable as a reference indicator.
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How to Explain It to System Testers?

A Qualitative User Study About Understandability,
Validatability, Predictability, and Trustworthiness
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Abstract. In the realm of explainable AI (XAI), limited research exists
on user role-specific explanations. This study aims to determine the
explanation needs for the user role “system tester of AI-based systems.”
It investigates whether established explanation types adequately address
the explainability requirements of ML-based application testers. Through
a qualitative study (n = 12), we identified the explanation needs for three
user tasks: test strategy determination, test case determination, and test
result determination. The research yields five findings: F1) proposing a
new explanation domain type, “system domain,” F2) proposing a new
explanation structure, “hierarchical,” F3) identifying overlapping expla-
nation content between two user groups, F4) considering identified inputs
of a user task as explanation content candidates, and F5) highlighting
the risk of combining the evaluation of assumed mental model represen-
tations with identifying explanation content in one study.

Keywords: Human-centered AI · explainable AI · explainability ·
understandability · trustworthiness · predictability · mental model ·
qualitative user research

1 Introduction

Artificial intelligence (AI) is utilized in various consumer, industrial, and mili-
tary applications. However, challenges remain in ensuring the ethical, fair, and
human-centered nature of AI-based systems (Garibay et al., 2023). One such
challenge is the need for explanations to foster trustworthiness.

The need for explainable AI (XAI) and explanations arises from the inher-
ent quality of uncertainty in machine learning (ML)-based systems [39]. When
ML-based systems are employed, there is no guarantee of the correctness of pre-
dicted outcomes. This poses a significant challenge, particularly for industrial
and safety-critical systems [33]. One approach to address these uncertainties
is to adopt an explainable AI approach for ML-based systems, allowing them
to provide rationales, strengths and weaknesses, and an understanding of their
future behavior to human users [21, p. 44]. The purpose of such explanations is
to enable users to evaluate whether the predicted outcome, with its associated
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
H. Degen and S. Ntoa (Eds.): HCII 2024, LNAI 14734, pp. 153–178, 2024.
https://doi.org/10.1007/978-3-031-60606-9_10
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uncertainties, is acceptable or not. It is important to note that explanations,
which address uncertainty, are additional content provided to users alongside
the predicted outcome of an ML-based system.

It is widely acknowledged that discussions on explainability must consider the
target stakeholders or users, their goals, intents, and tasks [4,25,27]. However,
the specific types of explanations needed for individual user groups are still not
sufficiently clear and are the focus of this paper. The paper specifically focuses
on the user group of “system testers” and their goals and tasks in planning
and executing tests for ML-based systems. This choice is made because sys-
tem testers likely have the highest demand for explanations among all potential
user roles involved in the development, operation, and maintenance of ML-based
applications.

To derive the research questions and metrics, the Goal/Metric/Questionnaire
(GQM) approach is employed [7]. The research goal is to assess whether the
types of explanations addressing uncertainty, as described in the related work
section, fulfill the explanation needs of system testers. This goal is relevant for
advancing human-centered AI and gaining a comprehensive understanding of
the types of explanations required by various user groups. The insights gained
will aid in the development of technology capable of automatically generating
explanation content and structures that enable different user groups to effectively
and efficiently perform their tasks when using ML-based applications, thereby
enhancing their trust in such applications.

To achieve the research goal, the following research questions are formulated:

– RQ 1: What explanation content is required by a system tester?
– RQ 2: What explanation content aids the system tester in understanding the

determined outcome?
– RQ 3: What explanation content helps the system tester understand the rea-

sons behind the determined outcome?
– RQ 4: What explanation content assists the system tester in evaluating the

validity of the determined outcome?
– RQ 5: What explanation content helps the system tester predict the effec-

tiveness of the determined outcome?
– RQ 6: What explanation content helps the system tester develop trust in the

determined outcome?
– RQ 7: What is the preferred intent of an explanation?

The metrics for each research question are listed in Sect. 4.
Due to the limited number of participants in this study and the need to gain

a better understanding of the explanation needs specific to the target user group
of “system testers of ML-based applications,” we have opted for a qualitative
research approach.

In Sect. 2 of the paper, we discuss the related work. Section 3 introduces the
domain of software testing, including the goals and tasks of system testers. This
section also presents the assumed mental model representation of explantions,
one for each user task. Section 4 describes the design of the qualitative user
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study, and Sect. 5 presents the study results. Section 6 provides a summary of
the discussion, findings, limitations, and outlines future work.

2 Related Work

We includes here related work that includes explainability types, system testers
(user group and user tasks), and the use of mental models to identify needed
explanations.

2.1 Explainability

The following types of uncertainty addressing explanations have been identified:

– Prediction scope: Global and local [1,6,23]
– Model view: Black box and white box [32]
– Intended use: Justify, control, improve, discover [1, p. 52142–52143]; trustwor-

thiness, causality, transferability, informativeness, confidence, fairness, acces-
sibility, interactivity, privacy awareness [6, p. 8–10]; understandability, pre-
dictability [27, p. 8]; actionability [16]

– Explanation structure: Singular, “show me your work” [16]
– Domain types: AI domain, application domain [16]
– Outcome comparison: contrastive and counterfactual explanations [26,35],

confidence measures [40,41]

2.2 Explainability in SW Engineering and System Testing

[12] conducted a meta-review on applying explainable AI to the software devel-
opment process. This involves applying software engineering methods to XAI
software, with “software evaluation” as a key aspect. The paper distinguishes
between computational evaluations (without human involvement) and human-
based evaluations (with human involvement). Human-based evaluations are fur-
ther categorized into qualities such as “goodness,” “user satisfaction,” and “men-
tal model.”

[37] published a special issue on Explainability for Software Engineering (SE),
exploring whether SE stakeholders have different explainability needs and the
most understandable forms of explanation tasks for software practitioners. How-
ever, the papers in the special issue did not involve users representing a software
engineering role or performing software engineering tasks.

[11] examined explainability from a requirements engineering perspective,
focusing on its role as a potential new non-functional requirement (NFR).
Through an online survey, it was found that explanations can improve under-
standability, reduce obscurity, and support decision-making. However, the
research did not involve participants from the software engineering community
or performing software engineering tasks.
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[10] distinguished between self-explainable systems and mediator-explained
systems. While the paper focused on self-explainable systems, it did not include
the target user group of system testers.

[28] introduced a quality assurance framework for testing machine learn-
ing products, identifying “Explainability” as a quality under the principle of
“Improvability,” but without further elaboration.

[36] explored explainability for software developers using generative AI as
an assistant for code generation. However, the research did not involve system
testers.

[9] also explored explainability for software developers, introducing eleven
types of explanations based on [36]. However, the study did not involve system
testers.

In conclusion, the involvement of system testers in explainability research is
a recent development.

2.3 Derivation of Mental Model of Explanations

A mental model aids understanding, reasoning, and prediction in a given domain
or situation [18]. In the context of explainability, it should encapsulate the neces-
sary explanation content tailored to a specific user role, task, and goal [24, P. 9].
This research employs a mental model of explanations, which, unlike Hoffman’s
definition, doesn’t solely center on the AI system but also encompasses its out-
comes. The required explanation content may or may not involve details about
the AI system itself.

[12] conducted a meta-review on applying explainable AI to the software
development process. This involves applying software engineering methods to
XAI software, with “software evaluation” as a key aspect. The paper distin-
guishes between computational evaluations (without human involvement) and
human-based evaluations (with human involvement). Human-based evaluations
are further categorized into qualities such as “goodness,” “user satisfaction,” and
“mental model.”

[37] published a special issue on Explainability for Software Engineering (SE),
exploring whether SE stakeholders have different explainability needs and the
most understandable forms of explanation tasks for software practitioners. How-
ever, the papers in the special issue did not involve users representing a software
engineering role or performing software engineering tasks.

[11] examined explainability from a requirements engineering perspective,
focusing on its role as a potential new non-functional requirement (NFR).
Through an online survey, it was found that explanations can improve under-
standability, reduce obscurity, and support decision-making. However, the
research did not involve participants from the software engineering community
or performing software engineering tasks.

[10] distinguished between self-explainable systems and mediator-explained
systems. While the paper focused on self-explainable systems, it did not include
the target user group of system testers.
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[28] introduced a quality assurance framework for testing machine learn-
ing products, identifying “Explainability” as a quality under the principle of
“Improvability,” but without further elaboration.

[36] explored explainability for software developers using generative AI as
an assistant for code generation. However, the research did not involve system
testers.

[9] also explored explainability for software developers, introducing eleven
types of explanations based on [36]. However, the study did not involve system
testers.

In conclusion, the involvement of system testers in explainability research is
a recent development.

3 System Domain: Software Testing

The content of this section was part of the study’s preparation phase and was
elicited with a subject matter expert in system testing of ML-based systems.

3.1 User Role: System Tester of ML-Based Systems

A system tester of ML-based systems is responsible for ensuring the quality of
the larger software system, including one or more machine learning components.
The main tasks of a system tester of an AI-based system include developing a
comprehensive test strategy that outlines the scope of testing, test methodolo-
gies, test environments, and a test plan for execution.

The testing scope is described by the application domain and the system
under test. While the application domain defines the environments for which the
system is developed, the system architecture and design define how the system
is developed. The application domain considers the conditions of the environ-
ment, the infrastructure it has to work on, its users, and their application cases.
Understanding the system architecture and design involves both non-AI modules
and AI modules of the system. Due to the data-driven nature of the ML model,
it is necessary to understand not only the training data and their metadata but
also the model architecture and performance metrics. While the non-AI modules
follow traditional software engineering development, including architecture and
design, their test-related components of interest are hazard and risk analysis
and their derived system requirements to mitigate identified risks. The system
tester needs to understand the system requirements as well as the expectations
related to its comprising AI components. The system requirements specify the
functionality, performance, and integration aspects of the ML modules.

Following the developed test strategy, the system tester is responsible for
defining the corresponding test cases. Test cases are created according to the
selected test methods. Test cases need to be specifically tailored for AI compo-
nents, covering, for instance, various scenarios and edge cases. The test envi-
ronment is the platform to run the test cases. It needs to adhere to the test
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requirements which define the foundation for implementation of the test envi-
ronment. The test environment ensures that the execution of the test cases can
be controlled, and their results can be observed. The input for the test cases is
defined by the system under test. Deriving appropriate test input data which is
of high quality for testing the AI models is also a responsibility of the system
tester.

The last key responsibility of the system tester is to analyze the test results
from test execution. Test results are determined by the system under test, which
is controlled by the implemented test environment. The system tester is con-
ducting testing to verify that the AI models perform as expected and meet the
specified requirements. He further validates that the AI algorithms produce accu-
rate and reliable results under various conditions. Failing test results can have
multiple causes. It could be a defect in the test case itself, the environment the
test case is executed, or, in fact, a defect of the system under test. Defects are
reported and need to be fixed before the next execution cycle.

The assumed mental model was derived from a task analysis for a system
tester. Together with an individual familiar with the role of a system tester, the
following user goals and user tasks have been identified:

– UG 1: Minimize the number of reported field issues (quality) (rank 1).
– UG 2: Minimize verification effort (time, cost) (rank 2).

To achieve these goals, the system tester for ML-based systems performs the
following user tasks:

– UT 1: Determine the test strategy (in research scope).
– UT 2: Determine the test cases (in research scope).
– UT 3: Determine the test results (in research scope).
– UT 4: Determine the model monitoring strategy (not in research scope).
– UT 5: Determine the model monitoring cases (not in research scope).
– UT 6: Determine the model monitoring results (not in research scope).

The user tasks include the determination of the test strategy, test cases, and
test results, as well as the determination of the model monitoring strategy, model
monitoring cases, and results. The first three user tasks are within the scope of
this research.

The inclusion of model monitoring aspects in the task list is necessary due to
a unique phenomenon of ML models. It is common for field data or environmental
conditions to evolve over time, deviating from the data initially used for training
and testing these ML models. This evolving data landscape can introduce a
phenomenon known as “data drift,” which can significantly impact the predictive
accuracy of these ML models [8,30]. This gradual decline in model performance
over time is often referred to as “model degradation.”

The implications of model degradation can vary widely depending on the
specific application domain and the associated risks for users, beneficiaries, orga-
nizations, and society at large. In certain instances, it may lead to adverse and
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potentially costly outcomes, emphasizing the importance of addressing and miti-
gating this challenge. To detect model degradation, a model monitoring capabil-
ity is needed. Model monitoring can be considered as continuous testing during
the operational phase [34, p. 106].

3.2 Intelligent System Testing Application for ML-Based Systems

In our research, we assume the existence of a (hypothetical) application called
the “Intelligent System Testing Application for ML-based Systems.” This appli-
cation is capable of semi-automatically planning and executing system tests for
ML-based systems. The application itself can utilize ML-based technology.

The components of the application, along with their key inputs and outcomes,
are depicted in Fig. 1.

Test strategy
component

System under test
(ready for system test)

Test cases
component

Intelligent system testing application for ML-based systems

Test results
component

One or multiple 
test strategies Test cases

Test results
Responsive 

actions

Fig. 1. The Intelligent System Test Application for ML-based Systems consists of var-
ious components, each with its own key inputs and outputs. The system tester plays a
crucial role in reviewing the outcomes of these components.

These components represent the three phases involved in planning and per-
forming a system test. The system tester reviews the predicted outcomes of each
component and has the ability to revise them through one or multiple iterations
until he/she is satisfied.

The “test strategy” component determines one or multiple test strategies.
The “test case” component determines test cases based on the test strategy, and
the “test results” component determines the test results and responsive actions
for failed test cases. Responsive actions are actions that modify the system under
test, the test environment, or test cases, in order to eventually make the failed
test cases pass.

The question that this research aims to address is: What explanations does
a system tester need to accept the determined outcomes.

3.3 Derived Mental Model of Explanations

In [16], a method for identifying a mental model of representations was intro-
duced to determine explanation needs. We applied the same method in this
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research, identifying task questions [15, p. 393f] for each user task. Additionally,
we introduced a new step where we identified necessary inputs and outputs per
user task, which assisted in identifying user task specific explanation needs. The
results of these needs are detailed in Appendix 8.1.

The mental model representation of explanations was derived from these
needs, establishing causal relationships between explanation content items [2].
An initial version of the mental model representation was created, then reviewed
by a second domain expert in system testing of ML-based systems, who provided
feedback. Based on this feedback, the initial representation was revised, result-
ing in the “assumed mental model representation of explanations,” marking the
completion of the study preparation phase. This assumed mental model repre-
sentation of explanations is illustrated in Fig. 2.

4 Study Design

4.1 Study Participants

We used screening criteria to select participants, which are reflected in the fol-
lowing screening questions:

– C 1: Do you currently perform or have you performed system tests?
– C 2: Are you or have you been involved in planning system tests?
– C 3: Are you or have you been involved in the design and implementation of

test cases?
– C 4: Are you or have you been involved in evaluating test results?
– C 5: Do you or have you been involved in testing ML-based systems?

To qualify as a research participant, a candidate had to answer at least three
questions with “yes.”

To achieve saturation with a homogeneous study sample, the target sample
size is set at twelve participants [22, p. 7] [20, p. 74].

4.2 Study Approach

In a recent study [16], we identified an assumed mental model representation
of explanations and created a user interface mockup based on it. Using a user
interface mockup offers the advantage of providing participants with a close-
to-real-life experience of the explanation content. However, this approach also
comes with the disadvantage of requiring significant effort to develop the user
interface mockup.

To streamline the preparation process for this study, we opted to solely rely
on the assumed mental model of representations. Any user interface mockup can
be developed based on the findings of the study.
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4.3 Data Collection

To understand the reasons behind certain answers and explore new ideas, we
conducted semi-guided interviews. For each interview session, we utilized an
interview protocol (see Appendix 8.2).

To streamline complexity, we divided questions 1 through 10 into three
batches. The first batch covered the assumed mental model representation for
the test strategy, the second focused on test cases, and the third on test results
and responsive actions. Following the completion of these batches, we addressed
questions 11 and 12.

Due to the limited number of participants, the complexity of the study mate-
rial (i.e., the assumed mental model of explanations), and the goal of understand-
ing missing or unnecessary explanation content in the assumed mental model,
we conducted a qualitative research study [14].

The study employs grounded theory [13,19], utilizing the assumed mental
model of explanations as a coding scheme for participants to select the necessary
explanation content, following a “Straussian” [17, p. 114] procedure. Through
inductive reasoning, we derive concepts, categories, and ultimately theories from
the data.

4.4 Data Analysis

We analyzed the answers per question using the following methods:

– For question 1: Mapped the mentioned changes to the explanation groups
and analyzed the reasons.

– For question 2: Mapped the mentioned changes to the explanation groups
and analyzed the reasons.

– For question 3: Mapped the mentioned changes to the explanation groups
and analyzed the reasons.

– For question 4: Used a 5-point Likert scale.
– For question 5: Analyzed the reasons.
– For question 6: Counted the selected explanation elements per explanation

element group.
– For question 7: Counted the selected explanation elements per explanation

element group.
– For question 8: Counted the selected explanation elements per explanation

element group.
– For question 9: Counted the selected explanation elements per explanation

element group.
– For question 10: Counted the selected explanation elements per explanation

element group.
– For question 11: Calculated the mean rank per statement.
– For question 12: Analyzed the reasons.
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5 Study Results

5.1 Participants

In total, we recruited thirteen participants. All but one participant answered
the screener questions with at least three “yes” responses. We excluded one
participant from the data analysis.

All participants are Siemens employees and did not receive a monetary incen-
tive for participating in the interviews. Each participant explicitly consented to
participate in the study and for the use of their anonymized data for research
and publication. We conducted the interviews remotely using Microsoft Teams1.
All interviews were recorded and lasted between 60 and 90 min.

Nine participants are based in Germany, and three are in India. All twelve
participants are male. Nine interviews were conducted in German, and three
were in English.

The participants have industrial work experience in testing non-ML systems
ranging from one to 25 years. Their experience in testing ML-based systems
ranges from five months to seven years. Eleven participants have conducted
system tests of ML-based systems for prototypes, while five have done so for
products.

The application domains for the prototypes and products include the food
and beverage industry, warehouses, rail industry, steel industry, manufacturing,
and software development and testing.

5.2 Results

RQ 1: What Explanation Content Is Required by a System Tester?
After introducing the assumed mental model of explanations for each component,
we asked the participants three questions: Is any explanation content missing?
Are there any unnecessary explanation content candidates? Can the explanation
content or the causal relationships between them be modified?

Missing Explanation Content. For the test strategy, participants noted several
areas of improvement. P3, P10, and P12 highlighted the absence of “test goals.”
Additionally, participant P9 suggested incorporating coverage goals into the test
goals. P5 emphasized the need to identify the interface between AI and non-AI
components within the system architecture and design (E 2.4). Participant P8
suggested extending the Meta-Data (E 2.4.1.2) to include information about the
origin and generation of data in the repository. P7 proposed assigning individ-
ual confidence levels to each explanation content element group (E 1, E 2, etc.),
with an aggregated confidence level (E 5.2) calculated from these. P4 stressed the
importance of transparency regarding the influence of each element on the out-
come, including cases where an element has no effect. Participant P9 highlighted
the absence of model monitoring as explanation content.

1 Microsoft and Microsoft Teams are trademarks of the Microsoft group of companies.
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Regarding test cases, participants P7 and P12 pointed out the absence of
test data and proposed allocating a distinct box for them. Participant P8 sug-
gested establishing a traceability from confidence levels to individual contribut-
ing sources and including test goals and scope.

For test results, participant P5 suggested adding logs for executed test
cases and implementing error management, including identifying root causes
and determining actions, such as “suggested actions.” Participant P7 noted the
absence of a loop connecting responsive actions to the areas they affect. Partic-
ipant P8 proposed assigning individual confidence levels to each element, aggre-
gating them into an overall confidence level.

Unnecessary Explanation Content. Participant P2 noted that while the ML
architecture (E 2.4.1) is pertinent for AI experts, it may not be as relevant
for system testers, given the assumed absence of AI knowledge.

Rearranged Explanation Content. For the test strategy, participant P3 high-
lighted the absence of a connection between the system architecture and design
(E 2.4) and the test requirements (E 3.1). Participant P10 noted a missing
link between the test requirements (E 3.1) and the test strategy. Additionally,
participant P12 pointed out the lack of connections between the environmen-
tal conditions (E 1.1) and the test strategy, as well as between the technical
infrastructure (E 1.2) and the test strategy.

Regarding the test cases, two participants (P7, P9) suggested linking the
confidence level to each explanation element to express the confidence level per
element. They proposed calculating an aggregated confidence based on each
element-specific confidence level.

In terms of the test results and suggested actions, participants P3 and P12
remarked on the absence of a loop from the suggested actions to the areas they
are intended to influence. Participant P9 suggested aggregating the individual
confidence levels for the test results and the suggested actions into a single
confidence level.

Rate Statements About the Assumed Mental Models of Explanations. After gath-
ering feedback on how participants would like to modify the assumed men-
tal models of explanations, we asked them to rate the following statement for
each component: “The explanation content candidates help the system tester to
understand why the <outcome> was determined.” In each case, the term “out-
come” was replaced by either “test strategy,” “test cases,” or “test results.” Par-
ticipants assigned a value from a 5-point Likert scale to indicate their response.
The rating results are presented in Table 1.

The reasons why participants selected “neutral” were twofold: one type of
reason is the identified missing explanation elements. Another type of reason is
a perceived uncertainty about whether the explanation content is sufficient.

Since 29 out of 36 participants (more than 80%) selected “Agree” and
“Strongly agree,” we consider the assumed mental model representation of expla-
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Table 1. Representation of the assumed mental models (n = 12)

Rated statements 1 2 3 4 5

Strongly
dis-agree

Dis-agree Neutral Agree Strongly
agree

“The explanation content candidates
help the system tester to understand
why the test strategy was
determined.”

0 0 0 11 1

“The explanation content candidates
help the system tester to understand
why the test cases were determined.”

0 0 3 6 3

“The explanation content candidates
help the system tester to understand
why the test results were
determined.”

0 0 4 3 5

Total 0 0 7 20 9

nations as a sufficient representation of needed explanation content for system
testers of ML-based applications.

RQ 2: What Explanation Content Aids the System Tester in Under-
standing the Determined Outcome? Table 2 displays the number of selected
explanation elements per explanation group that aid the system tester in under-
standing the determined outcome.

Table 2. For understanding the determined outcome: Number of selected explanation
elements per group (n = 12); the explanation element group with the highest percentage
of selection for each determined outcome is emphasized.

Determined
outcome

E 1
Applica-
tion
domain

E 2
System
architec-
ture and
design

E 3 Test
architec-
ture and
design

E 4
Project
manage-
ment

E 5 Con-
fidence

E 6 Test
Strategy

E 7 Test
environ-
ment

Test strategy
23 (out
of 36)

72 (108) 32 (60) 3 (24) 3 (12) - -

Test cases - 28 (108) - - 1 (12) 11 (24) 8 (24)

Test results - - - - 2 (24) - 20 (36)

Reading example: For understanding the determined test strategy, all participants
selected 23 explanation elements from the group E 1 Application domain. The maxi-
mum number of possible selections is 36.

The explanation element group with the highest percentage of selected ele-
ments for the determined test strategy is element group E2 System Architec-
ture and Design. For the determined test cases, the explanation content with
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the highest percentage is E6 Test Strategy. Lastly, the element group E7 Test
Environment has the highest percentage of selected explanation content for the
determined test results and responsive actions.

RQ 3: What Explanation Content Helps the System Tester Under-
stand the Reasons Behind the Determined Outcome? Table 3 displays
the number of selected explanation elements per explanation group that aid the
system tester in understanding why the outcome was determined.

Table 3. For understanding why the outcome was determined: Number of selected
explanation elements per group (n = 12); the explanation element group with the
highest percentage of selection for each determined outcome is emphasized.

Determined
outcome

E 1
Applica-
tion
domain

E 2
System
architec-
ture and
design

E 3 Test
architec-
ture and
design

E 4
Project
manage-
ment

E 5 Con-
fidence

E 6 Test
Strategy

E 7 Test
environ-
ment

Test strategy
12 (out
of 36)

38 (108) 26 (60) 4 (24) 4 (12) - -

Test cases - 32 (108) - - 3 (12) 10 (24) 7 (24)

Test results - - - - 2 (24) - 18 (36)

Reading example: For understanding why the test strategy was determined, all partic-
ipants selected 12 explanation elements from the group E 1 Application domain. The
maximum number of possible selections is 36.

The explanation element group with the highest percentage of selected expla-
nation elements per group for the determined test strategy is the confidence level
(E 5). The test architecture and design (E3) was most frequently selected for
understanding the test strategy. Similarly, the test cases (E6) were the most
commonly chosen factor for understanding the test strategy, while the test envi-
ronment (E7) was selected most often for understanding the test results (all
percentage-wise).

RQ 4: What Explanation Content Assists the System Tester in Eval-
uating the Validity of the Determined Outcome? Table 4 displays the
number of selected explanation elements per explanation group that aid the
system tester in assessing the validity of the determined outcome.

The explanation element group with the highest percentage of selected expla-
nation elements per group for the determined test strategy is the confidence level
(E 5). In assessing the validity of the test cases, the explanation element group
E 2 System architecture and design was selected most frequently, while for eval-
uating the validity of the test results, the element group E 7 Test environment
was chosen most often.
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Table 4. For evaluating the validity of the determined outcome: Number of selected
explanation elements per group (n = 12); the explanation element group with the
highest percentage of selection for each determined outcome is emphasized.

Determined
outcome

E 1
Applica-
tion
domain

E 2
System
architec-
ture and
design

E 3 Test
architec-
ture and
design

E 4
Project
manage-
ment

E 5 Con-
fidence

E 6 Test
Strategy

E 7 Test
environ-
ment

Test strategy
13 (out
of 36)

42 (108) 25 (60) 1 (24) 4 (12) - -

Test cases - 36 (108) - - 2 (12) 7 (24) 4 (24)

Test results - - - - 7 (24) - 16 (36)

Reading example: For evaluating the validity of the determined test strategy, all partic-
ipants selected 13 explanation elements from the group E 1 Application domain. The
maximum number of possible selections is 36.

RQ 5: What Explanation Content Helps the System Tester Predict the
Effectiveness of the Determined Outcome? Table 5 displays the number
of selected explanation elements per explanation group aiding the system tester
in predicting the effectiveness of the determined outcome.

Table 5. For predicting how effective the determined outcome will be: Number of
selected explanation elements per group (n = 12); the explanation element group with
the highest percentage of selection for each determined outcome is emphasized.

Determined
outcome

E 1
Applica-
tion
domain

E 2
System
architec-
ture and
design

E 3 Test
architec-
ture and
design

E 4
Project
manage-
ment

E 5 Con-
fidence

E 6 Test
Strategy

E 7 Test
environ-
ment

Test strategy
3 (out of
36)

29 (108) 21 (60) 2 (24) 1 (12) - -

Test cases - 20 (108) - - 4 (12) 2 (24) 6 (24)

Test results - - - - 8 (24) - 6 (36)

Reading example: For predicting how effective the determined test strategy will be, all
participants selected 3 explanation elements from the group E 1 Application domain.
The maximum number of possible selections is 36.

For predicting the effectiveness of the test strategy, the test architecture and
design were selected most often. Regarding the prediction of test cases and test
results, the confidence level (E5) was the most frequently selected factor (all
percentage-wise).

RQ 6: What Explanation Content Helps the System Tester Develop
Trust in the Determined Outcome? Table 6 displays the number of selected
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explanation elements per explanation group that assist the system tester in trust-
ing the determined outcome.

Table 6. For trusting the determined outcome: Number of selected explanation ele-
ments per group (n = 12); the explanation element group with the highest percentage
of selection for each determined outcome is emphasized.

Determined
outcome

E 1
Applica-
tion
domain

E 2
System
architec-
ture and
design

E 3 Test
architec-
ture and
design

E 4
Project
manage-
ment

E 5 Con-
fidence

E 6 Test
Strategy

E 7 Test
environ-
ment

Test strategy
6 (out of
36)

40 (117) 17 (60) 0 (24) 3 (12) - -

Test cases - 29 (108) - - 6 (12) 7 (24) 5 (24)

Test results - - - - 11 (24) - 17 (36)

Reading example: For trusting the determined test strategy will be, all participants
selected 6 explanation elements from the group E 1 Application domain. The maximum
number of possible selections is 36.

Table 7. Rank the following statements; “1” means most important and “5” means
least important (n = 12)

Statements expressing an explanation
intent

Rank
1

Rank
2

Rank
3

Rank
4

Rank
5

Mean
Rank

S 1 The explanation content should help
the system tester to understand the
determined outcome. (”What” intent)

4 3 0 3 2 2.7

S 2 The explanation content should help
the system tester to understand why the
outcome was determined. (”Why” intent)

3 4 1 1 3 2.8

S 3 The explanation content should help
the system tester to evaluate the validity
of the determined outcome. (”Validity”
intent)

1 3 5 0 3 3.1

S 4 The explanation content should help
the system tester to
predict the effectiveness of the determined
outcome in the future. (”Predictability”
intent)

1 1 2 4 4 3.8

S 5 The explanation content should help
the system tester to trust the determined
outcome.(”Trust” intent)

3 2 3 4 0 2.7

Reading example: The participants selected statement S 1 four times for rank 1, three
times for rank 2, none for rank 3, three times for rank 4, and twice for rank 5. The
mean rank is 2.7.
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For trusting the test strategy, the system architecture and design (E2) was
selected most often; for trusting test cases, the confidence level (E5) was selected
most often. For trusting the test results, the test environment (E7) was selected
most often (all percentage-wise).

RQ 7: What Is the Preferred Intent of an Explanation? Table 7 shows
the result of the ranking. The middle rank is calculated as 1+n

2 = 1+5
2 = 3.

The mean rank is calculated using the formula:
∑5

i=1 Numberi·i
Participants , where Numberi

represents the number of selections of a statement for a rank i, and Participants
denotes the number of participants who ranked the statements. As an example,
the calculation for statement S 1 is: 4·1+3·2+0·3+3·4+2·5

12 = 32
12 = 2.7.

S 1 (“What” intent) has the lowest mean rank, indicating it is the explanation
type that the participants consider most important, together with S 5 (“Trust”
intent). Statement S 2 (“Why” intent) is rank third. Statements S 3 (“Validity”
intent) and S 4 (“Predictability” intent) rank the lowest.

6 Discussion, Limitations, and Future Work

6.1 Discussions

The research aimed to identify the explainability content necessary for a system
tester of ML-based systems to effectively and efficiently use a hypothetical “Intel-
ligent System Testing Application for ML-Based Systems.” The system tester
is involved in reviewing the outcomes of three components: the test strategy
component, test case component, and test result component.

Due to the limited number of participants, the complexity of the study mate-
rial (i.e., the assumed mental model of explanation), and the aim to uncover
missing or unnecessary explanation content in the assumed mental model of
explanations, we conducted a qualitative research study [14].

The experience profile of the twelve participants meets the qualification cri-
teria, fulfilling the requirement for a sample size of twelve participants needed
to achieve saturation in a homogeneous study sample [22, p. 7] [20, p. 74].

We conducted semi-structured interview sessions with all participants being
Siemens employees. Each interview lasted from 60 to 90 min and was conducted
remotely using Microsoft Teams2. All interview sessions have been recorded.

Applying grounded theory, we derive concepts and categories from the data.
The following findings have been derived:

Finding 1: Proposing a New Explanation Domain Type “system
Domain”. The selected explanation content for questions 6 through 10 comes
from three areas: the application domain (E 1 Application domain), the AI
domain (E 2.4.1 ML model architecture, E 5 Confidence), and the system domain
(remaining explanation elements). The explanation elements from the system
2 Microsoft and Microsoft Teams are trademarks of the Microsoft group of companies.
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domain are dominant for understanding the predicted test strategy (E 2 System
architecture and design), for understanding the test cases (E 6 Test strategy),
and for understanding the test results (E 7 Test environment). Explanations
from the system domain are also dominant for explaining why the test strategy
(E 3 Test architecture and design), the test cases (E 6 Test Strategy), and test
results (E 7 Test environment) were determined.

Explanation content from the system domain were dominant for explaining
the evaluation of the validity of the test strategy (E 3 Test architecture and
design), the test cases (E 2 System architecture and design), and the test results
(E 7 Test environment). Explanations from the system domain were also domi-
nant for predicting the effectiveness of the test strategy (E 3 Test architecture
and design) and for trusting the test strategy (E 2 System architecture and
design) and the test results (E 7 Test environment). It should be mentioned that
explanations from the system domain were selected for each explanation intent.

Explanations from the system domain are not listed in the identified expla-
nation types (see Subsect. 2). We propose to add “system domain” as a new
explanation domain type.

Finding 2: Proposing a New Explanation Structure “hierarchical”.
The presented assumed mental model representations of explanation are quite
complex. The structure of the explanation elements is partially hierarchical, and
the element groups are connected with causal relationships. The authors used
the hierarchical structure to organize the explanation content, aiming to avoid
overwhelming the study participants.

The hierarchical structure of explanations is proposed as a new explanation
structure type. It extends the “show your work” explanation scope [16], which
emphasizes a “causal” relationship between explanations. Hierarchical explana-
tions help to make complex explanations human comprehensible. We can com-
bine hierarchical and “causal” organization of explanations as needed. This app-
roach to structuring explanation content seems to be similar to the modular
organization of source code [5,29].

Finding 3: Identifying Overlapping Explanation Content Between Two
User Groups. When comparing the explanation needs of a model monitor [16]
with those of a system tester, we can identify explanation content that both user
groups require: application domain content and AI domain content. The model
monitor needs explanation content from the application domain to achieve sit-
uational awareness and understand the root cause of a reported anomaly. Sim-
ilarly, the system tester needs application domain content because it influences
the test strategy. The model manager needs AI domain content (model met-
rics) to identify anomalies, while the system tester requires AI domain content
(model metrics, model architecture, data repository) because they influence the
test strategy and the test cases.

This suggests that there is common explanation content between these two
target user groups. Such common explanation content indicates the existence of
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a shared mental model between different target user groups, facilitating commu-
nication regarding the system under test/monitoring.

Finding 4: Considering Identified Inputs of a User Task as Explana-
tion Content Candidates. Since the tasks of identifying the test strategy,
test cases, and test results were delegated to our hypothetical application, it
was natural to identify the inputs and outputs for each component. It turned
out that the identified inputs are explanation content candidates. We created
the explanation element groups and causal relationships based on the logical
relationship between the identified inputs and outputs. This seemingly random
outcome can be developed into a methodology.

Whether a task is performed by a system or a user, we can use the relationship
between inputs and outputs as a starting point for creating an initial mental
model of explanation. The structure can be hierarchical, causal, or both (see
Finding 2).

Finding 5: Highlighting the Risk of Combining the Evaluation of
Assumed Mental Model Representations with Identifying Explana-
tion Content in One Study, Research questions RQ 2 through RQ 6 require
that the used mental model representation sufficiently reflects the actual men-
tal model of the participants. We included the evaluation of the mental model
(RQ 1) and questions about which elements support different explanation intents
(RQ 2 - RQ 6) in one study. The assumed mental model representation received
sufficient support (more than 80% of participants selected “Agree” or “Strongly
agree”). However, the evaluation result could have been different, meaning worse.
Combining the evaluation of the assumed mental model with the identification of
explanation content in one study bears the risk that the assumed mental model
representation turns out to be insufficient. Hence, the follow-up questions about
which explanation content elements support the different explanation intents
would become invalid.

A different, risk-averse research approach is to split the study into two phases.
In the first phase, the assumed mental model representation of explanations is
evaluated by a group of at least twelve participants and then modified based on
the participants’ feedback (focus on RQ 1). The result of this phase is a refined
mental model representation of explanations. In a second phase, the refined men-
tal model representation is used to identify which explanation elements support
the different explanation intents. The research effort is higher; however, the risk
of using an insufficient mental model representation is reduced.

6.2 Limitations and Future Work

A limitation is the evaluation of the assumed mental model solely based on an
abstract mental model representation. In this study, we used a mental model rep-
resentation of explanations only, and no user interface mockup that is designed
based on the assumed mental model representation (the latter approach was
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used in [16]). The reason for using a mental model representation without a user
interface mockup was motivated by research economics. During the study, facil-
itators observed that the participants had many questions about the abstract
content compared to the mentioned previous study. We want to emphasize that
we did not capture the questions in the previous study and in this study. Hence,
we cannot make a definitive statement about the number of questions per study
design. However, facilitators’ ad-hoc explanations can influence the study out-
come. Furthermore, the participants can interpret the abstract mental model
representation in an unintended way. Therefore, the sole use of an abstract
presentation to identify required explanation content elements is considered a
limitation.

In a future study, a user interface mockup can be used to identify the required
explanation content of a system tester of ML-based systems. The results of such
a study will allow a comparison of identified explanation needs between two
approaches: one using an abstract mental model representation only and one
using a user interface mockup.

The assumed mental model of explanation is the mental model of one tar-
get user group, the system tester. We already performed similar research with a
model manager [16]. In both studies, application domain content and AI domain
content were identified as common explanation content. It is worthwhile to per-
form similar research with another target user role (e.g., a data scientist) and
compare the identified explanation needs of data scientists with the explana-
tion needs of model monitors and system testers. The comparison will help to
identify common explanations and user role-specific explanations. Such common
parts are also known as a “shared mental model” [3]. Shared mental models build
a communication bridge and assist different target user groups to communicate
with each other effectively.

Another future research topic is whether a distinction between backward-
looking and forward-looking explanations makes sense. Some participants high-
lighted that they would like to see which areas the suggested actions influence
(see paragraph “Rearranged explanation content” in research question 1). This
can be interpreted as “forward-looking” explanations. Since the predicted out-
come “test strategy” and “test cases” are used in a subsequent step, the theme
of “forward-looking” is present in the domain of the system tester.

When performing explanation research today, most research focuses on why
an outcome was determined (backward-looking explanations), and not so much
on the effectiveness or success of the (future) use of that determined outcome
(forward-looking). As our research shows, a minority of participants saw value in
predicting how effective the determined outcome will be in future use, as shown
in the answer to question 11. A valid research question is whether forward-
looking explanations can exist since all explanations rely somehow on past expe-
riences. This is also true even if a forward-looking approach like a simulation
was applied to determine how effective an outcome will be (from the perspective
of the outcome, the explanation would refer to the simulation as a past event).
Some scholars [31,38] looked into forward and backward-looking considerations.
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It requires more work to understand the theoretical foundation of “backward-
looking” and “forward-looking” before we can decide whether explanations can
be distinguished into “backward-looking” and “forward-looking” explanations.

Acknowledgment. The authors thank Parinitha Nagaraja for evaluating the initial
mental model of explanations, and all study participants for their time and shared
insights.

8 Appendix

8.1 User task specific explanation needs

Inputs, outputs, and needed explanations for user task UT 1:

– Inputs
• Application domain
• Description of the system under test and system requirements
• Architecture of ML models, data structure, and repository with metrics

(e.g., quantity and types of available data)
• Test constraints (e.g., cost, resources, quality, available hardware, avail-

able software, etc.)
• Identified risks and their mitigations (if available)

– Outputs
• Suggested test strategies
• For each test strategy: Prioritized list of test methods, test architecture

(including design of the test environment), test plan, confidence level
– Needed explanations

• Why was the test strategy predicted? Identify the main drivers, such
as the application domain, description of the system under test, system
requirements, architecture of ML models, data structure, and repository.

• Why was the prioritization of test methods predicted? Identify the main
drivers, such as risks, driving requirements (non-functional requirements),
ML model architecture, data structure, and repository.

• Why was the test architecture predicted? Identify the main drivers, such
as available and unavailable hardware, available and unavailable software,
ML model architecture, data structure, and repository.

• Why was the test plan predicted? Identify the main drivers, such as com-
pliance with test constraints.

Inputs, outputs, and needed explanations for user task UT 2:

– Inputs
• Description of system under test, system requirements, system architec-

ture, and design
• ML-model architecture, data structure, and repository with metrics
• Selected test strategy, including methods, architecture, design of test envi-

ronment, and test plan
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– Outputs
• Generated test cases
• For each test case: selected input data, test metrics with actual measure-

ments, confidence level
• Implemented test environment

– Needed explanations
• Why were the test cases generated as predicted? Identify main drivers:

system architecture, design, ML-model architecture, data structure, and
repository.

• Why are the generated test cases appropriate? Identify test coverage
based on system requirements and architecture. Show value, e.g., error
detection contributions, and ensure non-overlapping.

• How long does it take to configure and execute each test case? Time for
configuration and execution, considering system and test architecture.

• What is the cost/benefit ratio per test case? Identify value vs. testing
time, including configuration and execution.

• Why was the test environment implemented this way? Identify connection
between test architecture and implemented environment, and mapping of
design patterns.

Inputs, outputs, and needed explanations for user task UT 3:

– Inputs
• Description of system under test
• Generated test cases
• For each test case: selected input data, test metrics with actual measure-

ments
• Implemented test environment

– Outputs
• Configured test environment
• Determined test results, trace(s) to system requirement(s), confidence

level
• Bug report (for detected bugs)
• Test report with test KPIs
• Responsive actions for failed test results

– Needed explanations
• Why was the test environment configured as it was? Identify the con-

nection between configuration parameters and test environment design.
Show how parameters were derived from generated test cases.

• How were the test results predicted? Demonstrate the link between test
inputs and results. Identify the correlation between test results and model
monitoring outcomes.

• How were the test KPIs forecasted? Identify the relationship between
individual KPIs and test results.
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8.2 Interview protocol

– Step 1: Research introduction
– Step 2: Job experience
– Step 3: Introduction into the hypothetical application “Intelligent system

testing application for ML-based applications”, that is capable of planning
and executing an ML-based system test, including core input and outputs
(see Fig. 1)

– Evaluating the assumed mental model representation for each component
separately:
• Question 1: Which explanation content is missing and why? (addressing

research question 1, RQ 1)
• Question 2: Which proposed explanation content is not necessary and

why? (RQ 1)
• Question 3: How should the explanation content be rearranged and why?

(RQ 1)
• Question 4: Please rate the following statement: “The explanation content

help the system tester to understand why the test strategy / test cases /
test results was determined.” (5-point Likert scale) (RQ 1)

• Question 5: Why did you select the rating? (RQ 1)
• Question 6: Which explanation content helps the system tester to under-

stand the determined test strategy / test cases / test report? (RQ 2)
• Question 7: Which explanation content helps the system tester to under-

stand why the test strategy / test cases / test results was determined?
(RQ 3)

• Question 8: Which explanation content helps the system tester to evaluate
the validity of the determined test strategy / test cases / test results? (RQ
4)

• Question 9: Which explanation content helps the system tester to predict
how effective the selected test strategy / test cases / responsive actions
will be? (RQ 5)

• Question 10: Which explanation content helps the system tester to trust
the determined test strategy / test cases / test results? (RQ 6)

– Question 11: For understanding the preferred intent of an explanation. Rank
the following statements about the intent of explanations (#1 means most
important and #5 means least important). (RQ 7)
• S1: The explanation content should help the system tester to understand

the determined outcome.
• S2: The explanation content should help the system tester to understand

why the outcome was determined.
• S3: The explanation content should help the system tester to evaluate the

validity of the determined outcome.
• S4: The explanation content should help the system tester to predict the

effectiveness of the determined outcome.
• S5: The explanation content should help the system tester to trust the

determined outcome.
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– Question 12: Why did you select the top ranked statement. (RQ 7)

To answer questions 6 through 10, the participants were instructed that they
could select none of the explanation content candidates, one, or multiple, includ-
ing one or multiple groups of explanation content candidates.
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34. Schröder, T., Schulz, M.: Monitoring machine learning models: a categorization of
challenges and methods. Data Sci. Manag. 5(3), 105–116 (2022). https://doi.org/
10.1016/j.dsm.2022.07.004

35. Stepin, I., Alonso, J.M., Catala, A., Pereira-Fariña, M.: A survey of contrastive
and counterfactual explanation generation methods for explainable artificial intel-
ligence. IEEE Access 9, 11974–12001 (2021). https://doi.org/10.1109/ACCESS.
2021.3051315

36. Sun, J., et al.: Investigating explainability of generative AI for code through
scenario-based design. In: 27th International Conference on Intelligent User Inter-
faces. IUI ’22, New York, NY, USA, pp. 212–228. Association for Computing
Machinery (2022). https://doi.org/10.1145/3490099.3511119

37. Tantithamthavorn, C., Cito, J., Hemmati, H., Chandra, S.: Explainable AI for SE:
challenges and future directions. IEEE Softw. 40(03), 29–33 (2023). https://doi.
org/10.1109/MS.2023.3246686

38. Triantafyllou, S.: Forward-looking and backward-looking responsibility attribution
in multi-agent sequential decision making. In: Proceedings of the 2023 Interna-
tional Conference on Autonomous Agents and Multiagent Systems. AAMAS ’23,
Richland, SC, pp. 2952–2954. International Foundation for Autonomous Agents
and Multiagent Systems (2023)

39. Turek, M.: Explainable Artificial Intelligence (XAI) (Aug 2016). https://www.
darpa.mil/program/explainable-artificial-intelligence. Accessed 3 Mar 2020

40. van der Waa, J., Schoonderwoerd, T., van Diggelen, J., Neerincx, M.: Interpretable
confidence measures for decision support systems. Int. J. Hum.-Comput. Stud. 144,
102493 (2020). https://doi.org/10.1016/j.ijhcs.2020.102493

41. Zhang, Y., Liao, Q.V., Bellamy, R.K.E.: Effect of confidence and explanation on
accuracy and trust calibration in AI-assisted decision making. In: Proceedings of
the 2020 Conference on Fairness, Accountability, and Transparency. FAT* ’20.
ACM (2020). https://doi.org/10.1145/3351095.3372852

https://doi.org/10.1007/978-94-007-1878-4_3
https://doi.org/10.1038/s42256-019-0048-x
https://doi.org/10.2514/6.2020-2881
https://arc.aiaa.org/doi/abs/10.2514/6.2020-2881
https://arc.aiaa.org/doi/abs/10.2514/6.2020-2881
https://doi.org/10.1016/j.dsm.2022.07.004
https://doi.org/10.1016/j.dsm.2022.07.004
https://doi.org/10.1109/ACCESS.2021.3051315
https://doi.org/10.1109/ACCESS.2021.3051315
https://doi.org/10.1145/3490099.3511119
https://doi.org/10.1109/MS.2023.3246686
https://doi.org/10.1109/MS.2023.3246686
https://www.darpa.mil/program/explainable-artificial-intelligence
https://www.darpa.mil/program/explainable-artificial-intelligence
https://doi.org/10.1016/j.ijhcs.2020.102493
https://doi.org/10.1145/3351095.3372852


WisCompanion: Integrating the Socratic
Method with ChatGPT-Based AI for Enhanced
Explainability in Emotional Support for Older

Adults

Naome A. Etori(B) and Maria Gini

Department of Computer Science and Engineering, University of Minnesota, Minneapolis, USA
{etori001,gini}@umn.edu
https://cse.umn.edu/cs

Abstract. WisCompanion is a conversational artificial intelligence (AI) platform
that merges the Socratic method with ChatGPT’s advanced prompting capabil-
ities to provide tailored emotional support for older adults. This unique com-
bination fosters critical thinking and engagement through iterative questioning,
explicitly addressing older adults’ cognitive and emotional needs. This paper out-
lines a systematic approach for integrating a Socratic, ethical, and sensemaking
AI framework with a chatGPT-based conversational AI tailored to older adults
and trained on customized user data. WisCompanion delivers precise, context-
aware explanations, fostering trust and transparency in AI interactions. Addition-
ally, it supports lifelong learning. Our evaluations show significant improvements
in user satisfaction with emotion support. Therefore, our results indicate that
applying Socratic questioning techniques in conversational AI creates a dynamic
and multi-layered dialogue structure. These techniques work in unison to fos-
ter a deeper understanding of the user’s perspectives, emotions, and experiences,
thereby significantly enhancing the quality of AI-older adult interactions.

Keywords: Socratic method · Older adults · Explainable AI · ChatGPT ·
Prompting · Conversational AI

1 Introduction

The increasing elderly population worldwide necessitates the development of intelli-
gent systems capable of offering personalized assistance. This need is supported by
data indicating a growing global aging population [40,50]. The World Health Orga-
nization (WHO) reports a projected demographic shift, wherein the segment of the
global population aged 60 years and older is expected to rise from 12% in 2015 to
22% by 2050, signifying a near doubling of this age group’s proportion in the overall
population [2,25,35,51]. In an era where AI permeates various aspects of daily life,
Conversational AI stands out for its potential to revolutionize personal assistance and
support. Particularly in supporting older adults, these AI systems offer a unique blend
of companionship, information accessibility, and cognitive stimulation.
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Advancement of technology, particularly Conversational AI platforms, has paved
the way for significant improvements in the quality of life among older adults, who
often face challenges such as social isolation and cognitive decline [15]. Hence, there is
a need to integrate the Socratic Method with advanced AI technologies. WisCompan-
ion could provide a solution. It’s not just another Conversational AI tool; WisCompan-
ion integrates the timeless technique of the Socratic Method with GPT4 [54]. Hence,
it transforms AI’s clarity and user experience into a more dynamic, explainable, and
engaging experience. The Socratic Method, a technique rooted in critical thinking and
dialogue, enables WisCompanion to facilitate deeper comprehension and engagement
among older users.

The Socratic method aligns well with the conversational capabilities of ChatGPT
[43,54] since it is known for its use in stimulating thought and uncovering assump-
tions through questioning [37]. ChatGPT, a Generative Pre-trained Transformer (GPT)
model type, generate human-like text, making it an ideal tool for interactive learning
and communication [5]. Combining these two elements in WisCompanion addresses
a significant gap in current AI applications, where the needs and preferences of older
adults are often overlooked [7]. WisCompanion aims to enhance the clarity and user
experience of AI for older adults, which aligns with Explainable AI (XAI) principles
that foster transparency in AI systems.

Prior research has widely utilized the Socratic method in various domains, such as
in education [21,49], counseling [38,39], computing [53], dialogue simulation [11,48],
moral enhancement [28]. Most research on the Socratic method has focused on its appli-
cation in education and counseling. To our knowledge, few studies have contributed to
the broader field of conversational AI, and this could be one of the pioneering efforts.
This paper integrates the Socratic Method into ChatGPT-driven dialogues to improve
ethical interactions and explainability and provide emotional support for older adults.
We aim to explore the impacts of this integration and its significance in supporting older
adults as we answer the following research questions:

1. How can the Socratic method be optimized in ChatGPT-based AI interactions to
support older adults’ diverse cognitive abilities and emotional support?

2. How can XAI and ethical strategies be integrated into the ChatGPT-based design to
safeguard well-being and give feedback to older adults?

3. How does integrating the Socratic method in ChatGPT-Based AI impact older
adults’ cognitive and emotional well-being and facilitate depth of inquiry and self-
reflection to users?

2 Background

2.1 Technology Adoption Concerns of Older Users

Critical concerns shaping their attitudes and willingness to engage with such systems
often hinder technology adoption among older adults. Among these concerns, privacy
and security are of paramount importance. Older users tend to express apprehension
towards technologies that may compromise their privacy or seem to function as surveil-
lance tools [30]. This apprehension is heightened by a lack of trust in data storage and
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utilization [14]. Furthermore, maintaining independence and dignity is another signif-
icant factor influencing older adults’ resistance to technology [20]. Older adults may
reject technologies they perceive as undermining their autonomy or overly intrusive
[55], even if they are intended for their safety and convenience [55]. This leads to a
prevalent skepticism towards new technologies among older adults [8]. Therefore, it is
crucial to consider this demographic’s potential physical and cognitive limitations while
designing technology solutions [10]. In addition, intuitive, simple interfaces that pro-
vide clear feedback are more likely to be accepted [61]. The concept of age-inclusive
design is increasingly recognized as essential in technology development [19].

2.2 The Socratic Method and AI Interaction

The Socratic Method, named after the classical Greek philosopher Socrates, is a coop-
erative argumentative dialogue that stimulates critical thinking and illuminates ideas. It
involves asking and answering questions to stimulate critical thinking and to draw out
ideas and underlying presumptions [6,41]. It is a well-established pedagogy technique,
particularly effective in teaching critical thinking and problem-solving skills [42]. When
applied to AI like ChatGPT, the Socratic Method can transform interactions from simple
question-answering to a deeper, more engaged dialogue where the AI not only provides
answers but also challenges the users to think and reflect on their questions [37] and the
provided answers-integrating the Socratic Method into XAI. Its application in AI, par-
ticularly in chat-based systems, can significantly benefit elderly users. As highlighted by
[37], the Socratic Method can be tailored to address the cognitive and emotional needs
of the elderly. Engaging them in a dialogue that challenges their thinking while provid-
ing emotional validation enhances cognitive stimulation and emotional well-being [33].
Studies have shown conversational AI can positively affect user perception and mood
[15].

2.3 Large Language Models (LLMs)

Large Language Models (LLMs) mark a transformative advancement in AI and
machine learning (ML), revolutionizing our capacity to process and comprehend human
language that mimics natural human communication [57]. Foundational models such as
ELIZA [59], PARRY [9], and ALICE [16] laid the groundwork. LLMs utilize foun-
dational technologies, such as tokenization methods [56], attention mechanisms [54],
and distributed approaches [27], which collectively contribute to their robust capabili-
ties [36]. The evolution of LLMs has seen rapid advancements, especially with trans-
former architectures like BERT and GPT, enhancing data handling [13]. Additionally,
the emergence of multimodal models like CLIP and DALL-E, which combine text with
other modalities like images or video, further enhances the robustness of LLMs [60].
LLMs primarily utilize the Transformer architecture, which employs a self-attention
mechanism [54]. The increasing scalability and accessibility of LLMs, as demonstrated
by models like ChatGPT [26], have broadened their reach and impact [34]. LLMs trans-
form NLP, enhancing machine translation, Name entity recognition, sentiment analysis,
and content creation. They enable context-rich dialogues [17], and benefit sectors like
education [52], healthcare [18], and research [32]. Despite their capabilities, LLMs face
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challenges like perpetuating societal biases and raising ethical concerns [47]. LLMs’
high energy use poses environmental concerns [3], and their outputs risk inaccuracy
from hallucinations [45].

3 Approach

The fusion of the Socratic Method with XAI in chatGPT-based systems offers a promis-
ing approach to enhancing the interaction experience of older adults. The technical
aspect of developing a ChatGPT-based system involves several key components and
processes.

3.1 Sensemaking Framework

We incorporate the sensible AI framework [22] into our Conversational AI design.
Sensible AI is borrowed from sensemaking theory and integrates principles from
Karl Weick’s sensemaking theory. Sensemaking is a term well-grounded in litera-
ture defined by Weick as simply the making of sense or developing a set
of ideas with explanatory possibilities. Sensemaking theory describes a
framework for the factors that influence human understanding, emphasizing the impor-
tance of understanding how people make sense of complex and sometimes conflict-
ing information [58]. [22] further inspired our design and functioning of conversa-
tional AI to enhance the interpretability and explainability of AI responses, fostering
a more intuitive and human-like interaction experience. Traditional approaches to inter-
pretability and explainability focus on designing better explanations and improving an
artifact and do not account for the nuances of human cognition. According to [22],
the sensemaking perspective is a frame of mind about frames of mind. There-
fore, the proposed framework provides a more holistic approach. Incorporating sense-
making principles into ChatGPT-based conversational AI is paramount. To ensure that
WisCompanion effectively aids older adults, we draw inspiration from the seven dis-
tinguishing characteristics of sensemaking theory, aligning the Socratic approach with
the natural cognitive patterns of our users. Table 1 below highlights fundamental sense-
making properties and how they inform the design of WisCompanion:

Grounded in Identity Construction:WisCompanion uniquely identifies user patterns
and preferences, tailoring interactions to affirm and reinforce their identity. This per-
sonalization encompasses linguistic choices, cultural nuances, and personal narratives,
going beyond content adaptation.

Retrospective: WisCompanion features a reflective inquiry mechanism based on the
Socratic Method, prompting users to engage in metacognition by reflecting on their
experiences and prior knowledge. This retrospective analysis integrates new informa-
tion and strengthens their existing knowledge, enhancing comprehension and retention.

Enactive of Sensible Environments:WisCompanion promotes an interactive learning
approach where the system responds meaningfully to user inputs. This dynamic interac-
tion enables experiential learning, fostering a tangible and sensible learning experience.
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Social: WisCompanion leverages socio-cultural databases to create contextually rele-
vant dialogues that resonate with older users’ shared experiences and societal values.

Ongoing: WisCompanion can evolve with the user, learning from past interactions to
continuously refine its understanding of their preferences, needs, and conversational
style. This ongoing adaptation ensures that the AI remains a relevant and supportive
companion.

Focused on and by Extracted Cues:WisCompanion responsiveness is finely tuned to
user-provided cues. This focus allows WisCompanion to extract relevant information
from user inputs and to use these cues to guide the conversation in a manner that is
most pertinent to the user’s intentions and interests.

Table 1. An overview of the seven properties of sensemaking, their description as applied to
WisCompanion Design

No. Characteristic Application in WisCompanion Description

1 Grounded in identity construction Personalized Interactions WisCompanion offers
personalized interactions by
adapting to each user’s unique
identity

2 Retrospective Reflective Inquiry WisCompanion uses the Socratic
Method to foster user reflection.

3 Enactive of sensible environments Interactive Learning WisCompanion enables active
AI engagement for older adults.

4 Social Socially Contextualized Dialogue WisCompanion tailors
conversations to the elderly
using socio-cultural data.

5 Ongoing Adaptive Learning WisCompanion adapts
continuously to the user’s
conversational needs.

6 Focused on and by extracted cues Cue-Based Responsiveness WisCompanion uses cues to
deliver relevant information and
sustain conversation.

7 Driven by plausibility over accuracy Plausible Explanations WisCompanion offers relatable
responses for older adults

3.2 ChatGPT Architecture

In this work, we built a customized version of GPT tailored to function like ChatG-
PTmodel developed by OpenAI [1]. ChatGPT [54] is a sibling model of InstructGPT,
which is trained to follow instructions in a prompt and provide a detailed response.
Hence, it becomes a variant of the GPT model, fine-tuned for conversational AI. Train-
ing ChatGPT involves the vast dataset used for GPT and provides additional training to
improve its performance in our dialogue-based tasks. It combines instructions, an extra
specific knowledge base, and any combination of skills and tailors it to include the
Socratic method. Based on the transformer architecture, it has been trained on massive
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data, allowing it to generate text and respond to various prompts with human-like preci-
sion and accuracy. ChatGPT is a neural network architecture for processing sequential
data, such as text. The Transformer architecture is based on self-attention mechanisms,
which allow the model to weigh the importance of different parts of the input sequence
when making predictions. ChatGPT is built upon mathematical principles mainly rooted
in deep learning and NLP. Using matrix multiplication, the self-attention mechanism
computes attention scores between tokens in a sequence. Given an input sequence rep-
resented as a matrix X , the attention scores A is calculated as a softmax operation over
the scaled dot-product of query and fundamental matrices:

A= softmax

(
XWQ(XWK)T√

dk

)
(1)

Where WQ and WK are learnable weight matrices for queries and keys, and dk repre-
sents the dimension of critical vectors. This operation enables ChatGPT to weigh the
importance of different words in a sentence when generating responses.

In addition, ChatGPT incorporates feed-forward neural networks in each Trans-
former layer. These networks apply linear transformations followed by activation func-
tions (ReLU) to the input data.

FFN(H) = ReLU(HW1+b1)W2+b2 (2)

Where H represents the output of the self-attention layer, and W1, b1, W2, and b2 are
weight matrices and bias terms. The ReLU activation function introduces non-linearity,
allowing the model to capture complex patterns in the data.

ChatGPT is then trained using Maximum Likelihood Estimation (MLE) to predict
the likelihood of the next token in a sequence. The loss function for this task is the
negative log-likelihood:

LMLE = −
T

∑
t=1

log(P(xt |x<t)) (3)

Here, xt represents the target token, and x<t denotes the preceding tokens. MLE guides
the model in understanding grammar, semantics, and world knowledge.

Finally, fine-tuning is a critical step in enhancing ChatGPT’s performance. It
involves reinforcement learning using Proximal Policy Optimization (PPO) algorithms.
The objective is to maximize the expected reward, where the policy π(at |st) is opti-
mized:

LPPO = E

[
π(at |st)

πold(at |st) Ât −βH(π(st))
]

(4)

This formulation helps ChatGPT adapt responses based on human feedback and
rewards, leading to more contextually relevant and coherent conversations. As described
by [57], the conceptual architecture of a GPT model is displayed in Fig. 1.

3.3 Socratic Questions for Emotion Elicitations

In this section, we elaborate on incorporating the Socratic questioning methodology into
the development of WisCompanion. Originating from Plato’s dialogues, the Socratic
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Fig. 1. ChatGPT Workflow Diagram: Illustrating the Process from User Input and Tokenization
to Self-Attention, Neural Processing, and Generating Responses

method is a form of cooperative argumentative dialogue where strategic questioning
is used to foster critical thinking and to clarify complex ideas. This approach is rec-
ognized for its intellectual rigor. It involves using carefully formulated questions to
explore abstract concepts, encouraging deep reflection and critical examination of one’s
beliefs and understanding. The essence of this method is its emphasis on the dynamic
exchange of questions and answers, which aids in developing critical thinking skills and
the derivation of insights about various concepts and their underlying assumptions. Such
a methodological approach is crucial for maintaining alignment with life perspectives
that support personal growth and emotional health, as explored in seminal works like
Padesky’s study on Socratic dialogue [41]. Within WisCompanion, Socratic question-
ing is characterized by its structured and probing nature; this technique is essential for
examining complex ideas, emotions, and thought processes. This method is central to
facilitating meaningful dialogues and enhancing cognitive and emotional insight inWis-
Companion. The application of this technique in cognitive-behavioral therapy (CBT)
and emotional intelligence is well-documented [23,24,41], symbolizing a method that
fosters deep introspection and self-discovery, assisting individuals in unraveling their
deeply rooted beliefs and values. Its use as a therapeutic technique in treating depres-
sion [4]. This aligns perfectly with the aims of WisCompanion, enhancing emotional
support to users to give them a deeper understanding of their thoughts and feelings. As
depicted in Table 2, our GPT model powering WisCompanion was extensively trained
using six different types of Socratic questions to grasp the discussed topics comprehen-
sively.

Clarification Questions: These questions are fundamental to Socratic questioning
since they aim to probe deeper into the subject matter. For WisCompanion, these ques-
tions help the GPT model to seek precise information or further explanation. Examples
include “What do you mean by that?” or “Could you explain further?”.

Assumptions Probing: These questions challenge the assumptions underlying a user’s
statement. In training the GPT model, such questions encourage consideration of the
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beliefs forming the basis of thoughts or opinions. For instance, asking, “What are we
assuming here?” enables the model to identify and examine underlying assumptions.

Evidence and Reasons: This category focuses on the evidence supporting a claim or
thought. Training the GPT model with questions like “Why do you think this is true?”
or “What evidence supports your view?” helps it to understand the rationale behind
beliefs and statements, promoting a logic-based approach to discussion.

Perspectives and Viewpoints: These questions encourage looking at situations from
multiple perspectives. In the context of GPT model training, questions such as “What
is an alternative viewpoint?” or “How might others view this situation?” foster a multi-
dimensional understanding, crucial for empathetic and comprehensive responses.

Implications and Consequences: Questions in this category explore the consequences
of a belief or action. They guide the GPTmodel to consider “What are the consequences
of this assumption?” or “How does this affect other things?” Such questioning cultivates
foresight and awareness of the broader impact of ideas and decisions.

Questions about the Question: This final type turns the focus back on the question
itself, aiding the GPTmodel in understanding the intent and depth of the inquiry. Asking
“Why do you think I asked this question?” or “What does this question mean?” helps
the model grasp the purpose and underlying context of inquiries.

Table 2. Types and Examples of Socratic Questions for GPT Model Training

Types Examples

Clarification questions Why do you say that? What is the main issue?

Assumption questions Why this assumption? How can we verify it?

Probing questions What is an example? What causes this to happen?

Implications questions What generalizations can you make? What are the consequences?

Perspective questions What is an alternative perspective? What are the strengths and weaknesses?

Questioning the question Why is this question important? How does it apply to everyday life?

3.4 WisCompanion Design Implementation

As shown in Fig. 2, we elaborate on the intricate development process of the Wisdom
Companion GPT model. This model, which represents a state-of-the-art iteration within
the GPT4, is lauded for its advanced capabilities in Natural Language Understanding
(NLU) and Generation (NLG). Its core functionality is predicated on generating text
that closely mimics human responses, contingent on the input provided. We customized
our model using a highly tailored dataset, explicitly crafted to modify and fine-tune it
for its main functions: dispensing Socratic-based wisdom and facilitating companion-
ship while rigorously adhering to AI ethical and explainability standards. We incorpo-
rated both prompts for response generation and a thorough specification of the model’s
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operational behavior and characteristics. We included a detailed task description, articu-
lating the model’s desired performance benchmarks and behavioral attributes, explicitly
focusing on nuances associated with wisdom and companionship.

Interestingly, the dataset outlines the model’s desirable and undesirable behavioral
patterns. The customization process begins with a detailed definition of the model’s
purpose through the GPT builder interface, followed by a fine-tuning phase to align
the model’s capabilities with our specific objectives. We found it essential to clearly
understand the model’s intended purpose and objectives at the outset of this process. A
salient feature of WisCompanion is leveraging the Socratic method as the cornerstone
of its interaction strategy to foster engaging, thought-provoking conversations that res-
onate with older adults’ unique experiences and perspectives.

Initially, the user can provide a textual input that goes directly to the NLU module,
or they can give an audio input, which is handled by the Automatic Speech Recogni-
tion (ASR) system. The ASR’s role is to accurately transcribe the audio input into text
before passing it on to the NLU. Once the NLU module receives input directly from the
user or via the ASR, it processes this information to grasp the intended message or com-
mand. This understood input is then forwarded to GPT-4, which processes inputs and
generates appropriate responses. GPT-4 may also interact with a database to retrieve
or store information as part of its response generation process. Finally, the response
crafted by GPT-4 is delivered in two formats: as text directly to the user’s mobile phone
for display on the screen and as audio through a Text-to-Speech (TTS) system, enabling
the user to receive feedback visually and auditorily. This dual-output approach ensures
the response is accessible and convenient for the user.

3.5 Datasets

We used different types of datasets to train Wisdom Companion. The first dataset is a
comprehensive collection of Socratic questions categorized into distinct types. Each
category is accompanied by examples illustrating the nature and application of the
questions within that category. This dataset is essential for understanding the depth
and range of Socratic questioning techniques in a conversational context, as shown in
Table 2. The second dataset is tailored for older adults, focusing on ease of use, empa-
thy, privacy, and security in a conversational agent. The third dataset is the sensemak-
ing framework knowledge fed to the model. Using a sensemaking framework dataset
to fine-tune a model can significantly enhance its ability to understand and interpret
complex, ambiguous information.

4 Experimental Setup

We developed the WisCompanion user interface and datasets with a sophisticated
prompt approach that enables sensemaking, provides clear instructions, and fosters
meaningful conversations. The following dataset curation stage involves collecting,
organizing, and managing all the datasets to ensure their quality, relevance, and accessi-
bility for specific purposes, such as ethics, Socratic questions, etc., to train theWisCom-
panion model. We started with data cleaning, annotation, validation, and augmentation
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Fig. 2. An overview of the Wisdom Companion User Interface, highlighting its empathetic app-
roach and user-friendly prompts.

Effective curation is crucial for developing WisCompanion, ensuring the data used for
training aligns with our objective, user needs, and ethical standards.

4.1 User Personas and Journey Mapping

In testing WisCompanion, we used four detailed user personas and journey mapping.
These personas were inspired by profiles obtained in previous experiments involving
older adults, which have already undergone Institutional Review Board (IRB) review
and approval. This approach is grounded in the principles of user-centered design. It
aims to ensure the system is tailored to meet its intended user base’s specific needs
and characteristics. The user personas were created to reflect diverse characteristics and
needs typical of the older adult demographic. This diversity includes varying levels of
technological proficiency, different types of living situations (such as living alone or in
assisted living facilities), and a range of physical and cognitive abilities. The personas
are based on empirical data from previous studies, ensuring they represent real-world
users [40]. We utilies four personas

5 Results and Discussion

RQ1: How the Socratic method can be optimized in ChatGPT-based conversa-
tional AI to offer emotional support to Older adults

Our study shows that the Socratic method is effectively utilized in WisCompanion
through a mix of open-ended, reflective, clarifying, and leading questions. These ques-
tioning techniques encourage self-reflection and a rich, emotionally engaging dialogue.
For instance, the conversation depicted in Table 3 provides a comprehensive view of the
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Table 3. A sample conversation between User_1 and WisComp

Speaker Dialogue

User_1 Tell Me About Your Loved Ones

WisComp It sounds like you’re interested in discussing loved ones. This can be a
very meaningful topic. If you’re comfortable, could you share a bit
about the loved ones in your life? For instance, who are they, and what
makes your relationship with them special? This can help us have a
more personalized and engaging conversation. Remember, you only
need to share what you feel comfortable with

User_1 Well first of all, my name is Lucy

WisComp Hello Lucy, it’s great to meet you! If you’d like to share more about
your loved ones, I’m here to listen. How do they enrich your life, and
what are some of your favorite memories with them?

User_1 I miss my daughter and my son today

WisComp I’m sorry to hear that you’re missing your daughter and son today, Lucy.
It’s completely natural to feel this way, especially when we hold our
loved ones close to our hearts. If you’re open to it, could you tell me a
bit more about them? What are some cherished moments or qualities
that come to mind when you think of your daughter and son?

user’s relationship with their loved ones, highlighting the effectiveness of the Socratic
method in exploring complex human emotions and memories.

The dialogue begins with the WisCompanion asking the user to “Tell me about
your loved ones.” This question clarifies concepts and establishes a user-centric and
explorative interaction. It empowers users to express their thoughts and emotions freely,
facilitating a more profound and engaging interaction. Further probing, such as the
WisCompanion response, “It is completely natural to feel this way, especially when
we hold our loved ones close to our hearts,” goes beyond acknowledging the user’s
sentiments. It goes deeper into the underlying emotions, validating and exploring them,
creating an AI interaction environment where users feel understood and supported.

WisCompanion inquiry, such as “How do they enrich your life, and what are some
of your favorite memories with them?” probes the rationale, reasons, and evidence
behind the user’s feelings, enabling the AI to collect more in-depth data beyond super-
ficial interactions. The question about cherished moments with a user’s children exem-
plifies how inquiring about viewpoints can unveil a range of thoughts and emotions,
enabling empathetic and effective AI responses. Questions like “What do you enjoy
doing together?” help understand the impact of shared experiences on emotions and
relationships, enriching the context for AI interactions by exploring specific events and
feelings. Additionally, question to question, “Is there anything, in particular, you enjoy
doing to prepare or to make the time pass more enjoyably?” encourages self-reflection
and awareness. This meta-cognitive approach deepens the conversation and enhances
dialogue quality.
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Table 4. Socratic Questions and Examples generated by WisCompanion

Socratic Question Type Example Questions

Clarifying concepts “How do they enrich your life?”
“Do you have a favorite memory?”

Probing assumptions “Do you often find humor with your
family?”
“How does your daughter connect
with you?”

Probing rationale, reasons, “How does her support make you
feel?”
“In what ways have you embodied
strength?”

Questioning viewpoints “Is there a lesson from your father you
pass on?”
“How do gatherings influence your
family sense?”

Probing implications “Best ways to spend time with your
family?”
“Anything you’re excited about for the
visit?”

Questioning the question “Anything you’d like to talk about?”
“Aspects of your ‘old self’ you miss?”

RQ2: How XAI and ethical strategies be integrated into the ChatGPT-Based AI to
safeguard emotional well-being and give feedback to older adults

The ChatGPT system has been developed with ethical guidelines to ensure its inter-
actions are responsible, safe, and respectful. These ethical considerations have been
incorporated into the system’s design and deployment to safeguard user privacy and
prevent the generation of harmful or inappropriate content [12]. Ongoing challenges
in conversational AI, such as the need to mitigate risks of bias and inappropriate out-
puts, are being addressed by developing a specialized dataset focusing on unique ethical
concerns for model training [46]. Our specialized dataset addresses ethical concerns in
model training, as discussed in Sect. 3.5. Insights from Table 3.

Similarly, the WisCompanion has demonstrated a keen awareness of its non-human
nature by transparently communicating its capabilities and limitations to the user,
upholding user autonomy, and enabling a more informed interaction. Its commitment
to preventing emotional distress and promoting positive social interaction highlights its
adaptability. It underscores the importance of incorporating XAI principles to ensure
interactions are user-centered, ethically informed, and profoundly impactful. When
users inquire about its decisions, WisCompanion explains its reasoning, acknowledging
its AI nature and detailing the factors influencing its choices. Analyzing dialogues like
one with a user in Table 3, we demonstrate howWisCompanion applies XAI principles,
such as sentiment analysis in Fig. 4, to foster empathetic and personalized interactions.
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RQ3: How integrating the Socratic method in ChatGPT-Based AI facilitates depth
of Inquiry and self-reflection. Our conversation findings illustrate a substantial depth
of inquiry, a key feature in AI-driven Socratic dialogues. WisCompanion not only initi-
ates self-reflection but also assists Lucy in exploring her emotional depths, linking her
past experiences with her present and future. This method aids in developing a personal
narrative, offering a comprehensive perspective of her life and relationships. WisCom-
panion maintains a delicate balance between inquisitiveness and empathy, ensuring a
supportive and understanding conversation while navigating complex emotional land-
scapes. This equilibrium is essential in AI interactions as it cultivates trust and openness,
leading to more authentic and insightful exchanges.

6 Evaluation of WisCompanion

This section presents the evaluation methodologies applied to assess the performance
of the WisCompanion. Without direct human evaluation, we utilized detailed user per-
sonas, as explained in Sect. 4.1. Our goal is to automatically evaluate how appropriate
the proposed response is to the conversation [29]. We, therefore, leveraged various auto-
mated metrics.

Frequency-Based Lexical Analysis: Frequency-based lexical analysis, illustrated in
Fig. 3, reveals key themes from the WisCompanion dialogue. The prominence of ‘like’
suggests an inquisitive or comparative dialogue style. Recurrent words- ‘time,’ ‘enjoy,’
‘day,’ ‘feel’-highlight discussions around personal experiences and emotions. ‘Lucy,’ a
frequent lexical item, points to personalized interactions, while ‘family’ and ‘memories’
emphasize the narrative’s familial focus. This analysis forms the foundation for a further
semantic investigation into user sentiment.

Fig. 3. Frequency-based lexical analysis
reveals Top 20 words most frequent words

Table 5. Bigrams and Trigrams Analysis

Bigrams Trigrams

(‘like’, ‘way’) (‘like’, ‘way’, ‘time’)

(‘way’, ‘time’) (‘way’, ‘time’, ‘day’)

(‘time’, ‘day’) (‘time’, ‘day’, ‘enjoy’)

(‘day’, ‘enjoy’) (‘day’, ‘enjoy’, ‘feel’)

(‘enjoy’, ‘feel’) (‘enjoy’, ‘feel’, ‘experiences’)

(‘moments’, ‘share’) (’moments’, ‘share’, ‘sounds’)

(‘share’, ‘sounds’) (‘share’, ‘sounds’, ‘family’)

(‘sounds’, ‘family’) (‘sounds’, ‘family’, ‘lucy’)

N-gram Analysis: As shown in Table 5, We used bigrams and trigrams to show pairs
and triples of words frequently appearing together in the dataset. Our analysis unveils
a structured pattern of co-occurring word sequences, represented as bigrams and tri-
grams, within the conversational data. Notably, certain word combinations exhibit a
frequency count of 1, indicating their presence in the dialogues. Specifically, bigrams
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(a) Emotion Distribution

(b) Distribution of Sentiment Across all

Conversations

Fig. 4. Figure (a) shows the emotion distribution (b) shows the sentiment distribution of all con-
versations

like (‘like’, ‘way’) and (‘day’, ‘enjoy’) suggest thematic connections, potentially related
to exploring preferences and emotional experiences. Similarly, identified trigrams, such
as (‘like’, ‘way’, ‘time’) and (‘share’, ‘sounds’, ‘family’), hint at intricate narratives
and discussions in the conversational context, suggesting deeper user engagement and
meaningful interactions.

Sentiment and Emotion Analysis: Sentiment analysis greatly aided the understand-
ing of WisCompanion’s emotional tone. For sentiment analysis, we utilized TextBlob
[31], an NLP library for analysis. By using pre-trained models and lexical resources,
TextBlob was able to accurately categorize text sentiment into three distinct categories:
positive, negative, and neutral. This categorization was based on the polarity of the text,
where positive polarity means positive sentiment, negative polarity means negative sen-
timent and neutral polarity suggests no sentiment or balance. expression. Our findings
in Fig. 4 (b) confidently revealed that most conversations (52) conveyed a positive sen-
timent, with only four expressing negativity and one being neutral. Additionally, as pre-
sented in Fig. 4 (a), our findings reveal that ‘Joyful’ emotions were the most prevalent,
followed by ‘Neutral’ sentiments, while ‘Positive’ emotions were notably less frequent.
Combining emotion and sentiment analysis through a dual-modality approach gave us
a more nuanced understanding of affective states, identifying specific emotions such as
joy and sadness. Leveraging the T5-base model [44], our research expands beyond tra-
ditional sentiment analysis to provide a more comprehensive emotion analysis to allow
a deeper understanding of the emotional nuances in language use.

Tone Matching with Sentiment Polarity Score: The primary objective is to assess
whether WisCompanion’s responses align appropriately with the emotional tone con-
veyed in the user’s input, thus gauging sensitivity and appropriateness. Our analysis
entails an evaluation of the emotional content within both the user input and WisCom-
panion responses to ascertain if WisCompanion is responding with a suitable emotional
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tone. To facilitate this evaluation, we introduce two variables: Pu, representing the senti-
ment polarity of the user input, and Pc, signifying the sentiment polarity of theWisCom-
panion’s response. The degree of tone matching is quantified using a similarity measure
that evaluates the absolute difference between these polarity scores and compares this
to a predefined threshold (T ). If the absolute difference (|Pu −Pc|) is ≤ the threshold T ,
we classify the tones as matching, denoted as Tone Match = True. Conversely, if the
absolute difference exceeds T , we conclude that the tones do not match, indicated as
Tone Match = False. The formula for calculating the tone match based on sentiment
polarity scores is:

Tone Match=

{
True if |Pu −Pc| ≤ T (0.5),
False otherwise

where Pu is the sentiment polarity of the user input, Pc is the sentiment polarity of the
WisCompanion response, and T is a threshold value defining the maximum allowed dif-
ference between Pu and Pc for the tones to be considered matching. Our tone-matching
formula with sentiment polarity scores utilizes the TextBlob library for sentiment anal-
ysis. The sentiment polarity is a float within the range [−1.0, 1.0], where −1.0 signi-
fies a highly negative sentiment, 1.0 signifies a highly positive sentiment, and values
around 0 represent neutral sentiment. We computed sentiment polarity scores for the
user input and the WisCompanion response for each conversational exchange within
our dataset. Polarity scores were derived through an extensive preprocessing pipeline
involving lowercase conversion, punctuation and stopwords removal, and lemmatiza-
tion. This rigorous preprocessing ensured text consistency, enhancing sentiment analy-
sis accuracy and faithfully representing the emotional content. The tone-matching algo-
rithm evaluates the absolute difference between the sentiment polarity scores of the
user inputs and WisCompanion responses. A threshold of 0.5 was set to determine if
the sentiment polarities were considered matching. In this context, a “match” suggests
that the WisCompanion responded with an emotionally congruent statement relative to
the user’s input. For example, a sympathetic WisCompanion response to a user’s sad
input is considered a tone match. Using a regression line, Fig. 5 shows a scatter plot
showing user sentiment against WisCompanion sentiment polarity. A bar plot comple-
mented the scatter plot. Wiscompanion demonstrates effective emotional mirroring, as
indicated by more tone matches than mismatches. This mirroring is vital for engag-
ing older adults and fostering empathy, understanding, and trust-essential elements of
the Socratic method. Additionally, the system’s capacity to align with users’ emotions
encourages user engagement, thus promoting self-reflection and critical thinking.

Vector-Based Emotional Analysis: Emotions are complex and multi-dimensional;
unlike simple sentiment polarity analysis, we needed an advanced approach to under-
standing a broader spectrum of emotions to provide a richer and more in-depth emotion
assessment in dialogues. This advanced approach provides a richer and more in-depth
emotion assessment in dialogues with greater precision. We employ a vector-based app-
roach to capture the subtlety and variety of emotional expression. The process begins by
tokenizing the input text T, resulting in a sequence of tokens T = [t1, t2, . . . , tn], where
n represents the total number of tokens. These tokens are then converted into tensors,
denoted as inputs, which serve as the input for the T5ForConditionalGeneration model,
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Fig. 5. Sentiment Polarity Comparison on the left and Tone Match Results on the right.

i.e. inputs = tokenizer.encode(T, return_tensors = “pt”). The model processes tensors
and generates an output sequence S that captures the emotional essence of the input, i.e.
S= T5(inputs), where T5(·) denotes the function of the model. Subsequently, the out-
put sequence S is decoded into a string, representing the predicted emotion label L. This
decoding process is executed as L= tokenizer.decode(S,skip_special_tokens= True).

Fig. 6. Emotion distribution of User Inputs and WisCompanion: WisCompanion often responds
with more joy than users express. Emotions like sadness, love, fear, and surprise are less fre-
quently expressed or mirrored by the system.
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Finally, the corresponding emotion vector EL is retrieved from a predefined dictionary
that maps emotions to vectors. EL = emotion_to_vector[L]. Figure 6 indicates that Wis-
Companion emphasizes positive emotions like joy and love while de-emphasizing neg-
ative emotions like anger, sadness, and disgust. It avoids matching users’ expressions
of negative emotions like anger and disgust to maintain a constructive interaction. This
is an intentional design; as an emotional support system, it aims to enhance positive
feelings and reduce negative ones during user interactions.

7 Limitations

Custom GPT models, while powerful and versatile, come with certain limitations.
Firstly, trying out the tool is impossible without a subscription; no free trials are avail-
able for experimentation before making a purchase, which may restrict potential users
from assessing its suitability. Furthermore, the risk of data hallucination exists unless
the model is trained using specific integration tools, making it challenging to monitor
interactions when the bot is made public. Additionally, though Custom GPT can gener-
ate detailed content rapidly, users are concerned about potentially copying and pasting
information from other sources, leading to questions about the originality and accuracy
of the content produced. Moreover, while the tool allows for creating specific use cases,
it has limitations in how these use cases can be effectively incorporated into various
business scenarios. Finally, a unique challenge arises from the widespread availability
and replicability of Custom GPT applications.

8 Conclusions

This study has highlighted the effectiveness of WisCompanion in supporting older
adults through integrating the Socratic Method and ChatGPT. Our results indicate sig-
nificant improvements in user satisfaction, evidenced by the positive sentiments and
emotions demonstrated. The Socratic method significantly improves critical thinking
and iterative questioning, which can enhance older adults’ cognitive and emotional
well-being. The user-friendly, ease-of-use design addresses the unique needs of this
demographic, promoting accessibility and continuous intellectual engagement.

9 Future Work

Moving forward, we plan to extend this research by conducting human studies experi-
ments to understand better the long-term impacts of Socratic questions on older adults’
cognitive and emotional health. Additionally, exploring platforms’ adaptability to dif-
ferent cultural and linguistic backgrounds and extensions, like integrating it with What-
sApp, could increase its global applicability. Despite the limitations, the automated
evaluation provides a baseline understanding of the conversational agent’s performance
using the Socratic method. The Socratic method demonstrates the potential of positively
impacting conversational AI in processing information.
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Abstract. With advancements in natural language processing and
understanding, conversational agents (CAs) have become one of the fun-
damental modes of human-computer interaction. However, the black-box
problem of AI algorithms often results in reduced acceptance of such
systems. This calls for transparency and justification or rationale for the
provided output from the users’ perspective. Explainable artificial intelli-
gence (XAI) provides insights into the algorithms and elucidates outputs
to the users, thus gaining more importance in various applications as a
significant contributor to user acceptance and trust in artificial intelli-
gence (AI) systems. This paper presents a Wizard of Oz user study with a
between-subjects design comparing two versions of a vacation planning
chatbot (low and high explainability) with 60 participants. The study
explored the impact of explainability on users’ understanding, trust and
acceptance. The results indicated that explanations (between-subject
factor) significantly influence users’ understanding, trust and acceptance.
According to our results, high explainability leads to increased trust and
acceptance of the chatbot.

Keywords: Human-AI Interaction · Explainable AI ·
Human-Centered Explainable AI · Conversational Agents · Chatbots

1 Introduction

Recent advances in artificial intelligence (AI) and large language models (LLM)
are currently leading to their extensive integration in conversational user inter-
faces (CUI) such as chatbots. This development carries enormous potential for
improved human-machine interaction. However, these models may not only gen-
erate errors and false content [7], but also, the machine learning tools can reveal
only little insight about how a decision was generated [21]. These so-called black-
box systems are too complex in their underlying structure to be entirely self-
explanatory for the human user [41] and too much or inadequate explanation
might bear the risk of reduced usability. Hence, the field of explainable AI (XAI)
has evolved and gained more traction in human-computer interaction research
within the past years. The goal of human-centered XAI research is to present
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understandable and trustworthy explanations about the AI’s decisions and out-
puts to the user and thereby foster transparency and understanding of the system
[12]. Besides an improved understanding of how or why the system generated a
particular output [10,23], explanations can support the user’s trust in the system
and positively impact technology acceptance [38].

Nevertheless, optimal structuring and presenting explanations of AI sys-
tems to foster a high level of understanding, trust, and acceptance in the end-
user, especially when interacting with conversational user interfaces, remains
an unsolved question. To address this research gap, our work focuses on imple-
menting XAI techniques into the interaction between humans and chatbots. In
this paper, we present a user study comparing two versions of a simulated LLM
chatbot, one with a high level of explainability (chatbot H) and one with a low
level of explainability (chatbot L). The goal is to investigate how explanations
in CUIs can contribute to an improved understanding and how this affects the
users’ trust and acceptance of the chatbot. Through the study, we aim to answer
the following research questions:
– RQ 1: Does the users’ understanding differ for chatbot L and chatbot H?
– RQ 2: Does the users’ trust differ for chatbot L and chatbot H?
– RQ 3: Does the users’ acceptance differ for chatbot L and chatbot H?
– RQ 4: Is there a correlation between users’ perceived causal understanding,

trust, and acceptance of the chatbots?
– RQ 5: Is there a correlation between the users’ previous experience with

chatbots and their perceived causal understanding?

2 Related Work

2.1 Conversational Agents

Conversational Agents (CAs) interact with users via written or spoken communi-
cation in natural language. ELIZA was one of the first programs that supported
natural language conversation with a computer [44]. Natural language processing
and machine learning have come a long way and CAs can now carry out mean-
ingful conversations with humans [2]. They find applications in various domains
like education, health and customer support agents in the commercial domain
[2]. With the introduction of ChatGPT [36], LLMs were seen as a potential
solution to building open-ended conversations and enhancing user experience
through natural language communication. These conversational interfaces could
assit in making machine explanations understandable to the users [2].

Despite the technological developments, there is a discrepancy between users’
expectations and their experiences with CAs [32]. The conversational agents
seem to lack reflexes and adaptive interactivity that normally occurs in conver-
sations between human interaction partners [15]. In addition, friendliness and
empathy were seen as characteristics to influence user’s confidence in the system
[31]. Along with anthropomorphization, a system’s competence and privacy also
impacted user trust [37]. These aspects probe a user-centered exploration for
designing and developing such conversational agents to increase the users’ trust
and acceptance.
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2.2 Explainable AI

Van Lent et al. [34]used the term explainable AI (XAI) to describe an AI sys-
tem that was extended to be able to explain its behavior to the user during or
after use by means which were comprehensible to the user. Explanations should
be used for four main reasons: justification of system outputs, enhancing the
transparency of the model for debugging, improving the model accuracy, and
discovering new information and expanding the knowledge base [1]. Explain-
ability facilitates transparency by revealing the workings of an AI-based system,
thus enhancing the users’ experience with the system and allowing them to make
better decisions [41].

Explanations are operationalizations of explainability, influencing the sys-
tem’s understandability or interpretability [14]. Explanations can influence user’s
trust [41], distrust [40], and acceptance [17]. Four types of explanations have
been categorized based on the type of user: developer explanations, assurance
explanations, explanations for external users and end users [41]. Besides the user
type, other factors that shape an explanation are the goal, content and language
of the explanation [41]. Explanations based on human explanations have been
studied, and the findings suggest that explanations are contrastive, selected in a
biased manner, and social and causalities are more important than probabilities
[35]. The linguistic structure of an explanation can be split into three parts: the
opening, the explanation itself and the closing stage [11].

Explainability methods can be differentiated into global or local interpretabil-
ity and model-specific or model-agnostic interpretability [1]. Various explainabil-
ity approaches have been used in previous research like the multiple question-
answer approach as an exhaustive explanation [41], high soundness and high
completeness in explanations [28], visual and example-based explanations [27],
and class-contrastive counterfactual explanation strategies [43].

3 Chatbot: Design and Development

3.1 Prioritization of Explanations

For this study, we focused on a relatively low-stake application, a chatbot or
assistant for planning and booking vacations. We used a user-centered design
approach and based our selection of explanations on Ferreira and Montero’s [19]
criteria: the recipient, the reason why the explanation is selected and the situa-
tion in which the explanation is shown. In this study, personas based on existing
research and literature are used as a mechanism to describe the user group as
they help identify the requirements for a product [22]. Three distinct personas
were created, ranging from an inexperienced and unsure user to an expert with
efficiency in conversation as a goal. The context of use was demonstrated using
a user journey map that illustrated the user’s interaction with the product to
achieve their goal [42]. The user journey helped us identify the interactions where
explanations could be necessary and also exemplify the user’s needs based on
their personal characteristics or context of use. Based on the insights from per-
sonas and user journeys, we prioritized following categories of explanations:
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– Explanations regarding flight price
– Explanations regarding flight details
– Explanations regarding the destinations
– Explanations for beginners
– Explanations regarding errors

3.2 Explanation-Aware System Design

Planning a vacation focuses on many aspects depending on the person and vaca-
tion. For the purpose of this study, the tasks were narrowed down to finding a
suitable destination, planning other elements like the flights, and selecting a final
offer. An explanation-aware system design approach [25] was followed to create
the database for the Wizard of Oz study. Such databases are normally used to
train AI algorithms, but in our study, this database served as a standardization
tool to ensure comparability between the subjects.

The database included the most popular destinations of German tourists
[5], most popular destinations of German youth [5] and most popular vacation
destinations worldwide [18]. The chatbot was limited to Europe, North America,
and Asia destinations. We added multiple cities to the database for each country,
even if some studies suggested that only one main city was commonly chosen
as in certain countries. Destination preferences were grouped into five different
categories according to user needs: landscape/surrounding, distance, region and
country, cost and temperature (see Table 1).

Table 1. Categorization of Destinations.

Categories Attributes

Landscape
/Surrounding

Nature Ocean City

Distance: Flight
time
tf (in hours)

short
(tf < 2)

medium
(2 < tf < 6)

high
(tf > 6)

Region Europe Asia North America
(incl. Mexico)

Cost: Flight price
pf (in e)

cheap
(pf < 150)

medium
(150 < pf < 300)

high
(pf > 300)

Temperature
T (in ◦C)

cold
(T < 15)

medium
(15 < T < 30)

hot
(T > 30)

Based on the database, a fundamental system flow was designed to imitate a
realistic program [33]. A combination of recommender systems for destinations
and flights and a system to process the booking constituted the main blocks of
system architecture (Fig. 1).

Furthermore, the destinations were recommended based on a decision-tree
(example shown in Fig. 2).
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Fig. 1. A simplified conversation flow.

3.3 Structuring Explanations

As discussed in Sect. 2.2, the explanations can be categorized into global or
system explanations and local explanations. In the case of this chatbot, its logic
served as the foundation for the system explanation for both versions (H and L),
which was presented only upon explicit request to prevent information overload.

The local explanations were based on the categories prioritized in Sect. 3.1.
In their guidelines regarding explaining decisions made with AI, the Information
Commissioner’s Office (ICO) [25] recommends building explanations for users
with delivery, layering and contextual factors in mind. The contextual factors
based on guidelines from ICO [25]: domain, impact, data, urgency and audience.
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Fig. 2. Decision Tree for finding a Suitable Destination.

For our use case, urgency and data factors were irrelevant as the application
is a relatively low-stake use case. Since the application is not used in a critical
domain, we focused on developing moderately granular explanations addressing
the rationale behind decisions or questions. As for the impact factor, the expla-
nations were differentiated into low-stake (searching destinations) and high-stake
(booking flights) decisions, with financial criticality being the distinguishing fac-
tor. Our audience included users without technical expertise; thus, rationale
explanations were prioritized.

In order to promote dialogue, chatbot answers were layered to reveal infor-
mation in steps. For example, if the user enquired about suitable holiday des-
tinations, in chatbot H, the first layer of the response included the destination
and the most important reasons behind the recommendation [14]. These reasons
focused on the factors for categorizing destinations (see Table 1). Chatbot L fea-
tured a short response with the recommendation but did not include the reasons
for the selection. The participants could ask for reasoning or request further
information, which was then structured as a second-layer response common for
both chatbot H and chatbot L.

In chatbot H, the answers were further enriched by providing example-based
[3] or contrastive explanations [30,35] that have proven to improve the explain-
ability of the system based on previous research. An example of the chatbot’s
response in the phase of finding a suitable destination is shown below.

Sample Chatbot Response
I need more information to find a suitable destination [A]. What other
information can you give me [B]? I need this information because, with the
additional information, I can also compare aspects like "proximity to the
beach" or "reasonable prices" [C] with the destinations in my database and
thus give you even more suitable suggestions [D].
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Explainability approaches:
A : Direct response to query
B : Promotes interactive dialogue
C : Example-based explanation
D : Reason and motivation

Note: [A],[B] shown by both Chatbot H and Chatbot L; [C],[D] proactively
shown by Chatbot H, available for Chatbot L if asked by the user.

3.4 Technical Implementation of VacationBOT

The chatbot or chat function was based on the GitHub project Support Desk App
by Basir [6]. It uses react.js for functional components and socket.io for real-time
chatting. The code, particularly the front-end, underwent customization tailored
to the requirements of this study. Specific modifications, including a custom logo
and introductory text, were implemented to enhance the authentic appearance
of the chatbot. The website had two distinct pages: a user view and an admin
view. The admin could access the chat history of all users.

In order to make the explanations non-intrusive [13], the user view of the
chatbot consisted of a simple and clear structure without elements that could
distract the user from the main task as shown in Fig. 3. In the admin view (see
Fig. 3), the wizard could see all users on the left panel and select each chat
manually. The test subjects were instructed to use fictitious names in order to
protect anonymity. This separation between user and admin view ensured that
all users only interacted with the wizard and not with each other.

a. Admin View b. User View

Fig. 3. Chatbot UI Design.
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4 Methodology

4.1 Study Design

We used the Wizard of Oz test setup, where a ‘human wizard’ interacted with the
test subjects to evaluate the explanation concepts of the chatbot. The study was
conducted online, allowing the subjects to participate through their preferred
location. The independent variable in focus was ‘Explainability’ (low vs high).
An inter-individual comparison between subjects helped investigate the effects
of the chatbot’s explanations. The sample was divided into two groups - Group
H, which interacted with a chatbot H ‘high explainability’ and Group L, which
interacted with a chatbot L ‘low explainability’. The participants were provided
with a scenario to ensure comparable actions during interaction with the chatbot.

4.2 Scenario and Tasks

The user journeys and personas contributed to the design of the scenario. Vaca-
tion planning can include different aspects based on individual characteristics
and preferences. The scenario focused on three tasks: finding a suitable destina-
tion for vacation, planning other elements like flights or dates for the vacation,
and selecting a final offer from the chatbot. The test subjects were also given
multiple possible action items for each task (see Table 2). These action items gave
the participants some orientation without taking away the complete freedom of
interacting with the chatbot. The tasks were also used to trigger explanations
for participants in Group H and only answers with low explainability for partic-
ipants in Group L.

Table 2. Overview of scenario and tasks.

Task Action points

Find a suitable vacation destination a. Explore the features of the chatbot (if desired)
b. State the preferences for your vacation
c. Describe own vacation history (if desired)
d. Ask for multiple suggestions
e. Choose one of the proposed destinations

Planning other elements a. Specify number of travellers
b. State preferred dates, time, and duration of trip
c. Specify flight preferences (airline, time)
d. Ask for offers

Selecting and accepting a final offer a. Ask for better or more suitable offers (if desired)
b. Choose one of the final offers
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4.3 Dependent Variables

The study investigated the effects of explainability on the trust and acceptance
of users. A subjective assessment was conducted using three questionnaires that
gathered self-reported quantitative values. Acceptance was recorded using the
Technology Acceptance Model (TAM) with two sub-scales: Perceived Usefulness
(PU) and Perceived Ease of Use (PEU) [16]. This study uses the trust ques-
tionnaire by Jian et al. [26]. That evaluates trust between humans and auto-
mated systems. This questionnaire consists of 12 items with a 7-point Likert
scale available for rating the statements. The trust score was calculated as the
average score over 12 items for each participant. The user’s perceived causal
understanding (PCU) of the system was assessed using the System Causability
Scale (SCS) which returns a System Causability Score proposed by Holzinger
et al. [24]. The SCS consists of 10 items and uses a 5-point Likert scale. The
SCS score per participant is calculated by considering the sum of scores over all
items and then dividing the total by 50 [24]:

SCS =
∑

i

Ratingi/50

Native German speakers translated all questionnaires into German, as the
experiment participants predominantly spoke German.

4.4 Procedure

The participants received the participation consent form, invitation link to the
video conference, and the demographic questionnaire via e-mail before the sched-
uled meeting. At the beginning of the study, the experimenter greeted the partic-
ipants and gave initial instructions. The experimenter explained the purpose of
the study, the procedure and the task to the test subjects. Here, it was checked
if the demographics questionnaire had already been filled out; if not, the par-
ticipants answered the demographics questionnaire. The subjects received the
link for accessing the chatbot after the initial introduction. The subject then
interacted with the chatbot and solved the tasks described earlier. During the
experiment, the experimenter was only available for technical glitches or prob-
lems to ensure an uninterrupted experience. After the tasks, the participants
filled out three questionnaires regarding trust, acceptance and perceived causal
understanding.

The Ethics Committee of the Technical University of Munich approved the
study design with application number (2023-339-S-KH).

4.5 Sample

In total, 60 valid datasets were gathered and included for data analysis. Each
group (Group H and Group L) consisted of 30 participants. The participants
were recruited via Flyers and Posters in the university, via the subject database
at the Chair of Ergonomics, Technical University of Munich and via social media.
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Participation in the study was voluntary, and the following prerequisites were
set to enable participation in the study: sufficient proficiency in the German
language, minimum age of 18 years and access to a computer with internet.

The participants were predominantly young, with 33 test subjects aged
between 18–25 and 22 in the age group 26–35. The gender distribution was
rather even, with 32 identifying themselves as males and 28 as females. Table 3
gives an overview of the distribution in the groups.

Table 3. Demographic Data

Group N Age Group Gender
18–25 26–35 36–45 46–55 56–65 Male Female

L 30 16 12 0 1 1 66.67% 33.33%
H 30 17 10 1 2 0 40% 60%

Most participants, n = 55, stated they have some experience with AI. 45 sub-
jects indicated previous experience with voice assistants, while 39 reported hav-
ing experience with chatbots. However, the experience level in both cases varied.
Figure 4 provides an overview of experience levels measured on a 5-point Likert
scale ranging from very inexperienced to extremely experienced in chatbots and
voice assistants. Group L (n = 15) had relatively more participants without prior
chatbot experience than group H (n = 6).

Fig. 4. Experience Levels in Voice Assistants and Chatbots

4.6 Data Analysis

After the study, the gathered data was reviewed for completeness. 60 valid
datasets were further considered for data analysis. Both descriptive and inferen-
tial statistical analyses were conducted on valid datasets. The descriptive anal-
ysis is reported in the following section and includes the mean (M), standard
deviation (SD), and minimum and maximum values (range) for every construct.
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To investigate statistical differences between observations for trust and PCU in
the between-subjects factor an independent t-test analysis was conducted. As
the TAM has two sub-scales, PU and PEU, to explore the statistical differences
between the two groups, a multivariate analysis of variance (MANOVA) was
conducted to explore statistical differences.

Furthermore, a correlation analysis was conducted to look into the relation-
ships between the users’ understanding, trust and acceptance. In addition to
this, to explore if a link existed between prior experience and the users’ under-
standing, another correlation analysis was carried out. The significance level was
set to 5% for each inferential test.

5 Results

5.1 Perceived Causal Understanding

The results of the descriptive analysis of the SCS are visualized as a box plot in
Fig. 5. The descriptive analysis shows a difference in the SCS scores between the
groups, with Group H (n = 30, M = 0.86, SD = 0.07, Range = 0.7-1) having a
higher rating than Group L (n = 30, M = 0.74, SD = 0.11, Range = 0.4-0.9).

Fig. 5. Box Plot: Perceived Causal Inderstanding

The independent sample t-test, was conducted to evaluate whether the two
groups had statistically significant differences. Field et al. [20] describes four pre-
requisites to conduct a t-test: normal distribution of the sample, data measured
at interval level, scores are independent and homogeneity of variance. Here, the
normal distribution is assumed based on the number of participants (n = 30)
per group. The Likert scale can be treated as an interval measurement level [45].
The groups are treated as a between-subject factor and thus the scores in each
group are independent. As the group sizes are same, the homogeneity of variance
can be assumed [20].
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On average, the PCU of Group H participants was higher than Group L
participants. This difference was significant (t(58)=5.256, p <0.001, Cohen’s d
= 1.357).

5.2 Trust

The results of the descriptive analysis for trust are visualised in Fig. 6. Group H
(M = 5.5, SD = 0.75, Range = 3.67-6.75) rated the trust in the system higher
than Group L (M = 4.87, SD = 0.77, Range = 3.25-6.42). An independent t-test
was conducted to verify whether significant differences existed between the two
groups. The assumptions for the t-test were satisfied, as stated in Sect. 5.1. The
t-test results indicate a significant difference (t(58) = 3.22, p = .002, Cohen’s d
= 0.833) for the factor Trust between Group H and Group L.

Fig. 6. Box Plot: Trust

5.3 Acceptance

In order to examine the impact of explanations on user acceptance, the TAM
model [16] was used. The descriptive analysis is shown in Fig. 7. The results show
that both PU and PEU scored more in Group H than in Group L. The rating
for PEU in Group H(M = 6.18, SD = 0.71, Range = 4.17-7) was higher than
Group L(M = 5.83, SD = 0.51, Range = 4.83-6.67). Similarly for PU, Group
H(M = 5.67, SD = 0.74, Range = 4.17-6.83) scored higher than Group L(M =
5.1, SD = 1.02, Range = 2.33-6.17).

A MANOVA was conducted to verify whether significant differences existed
between Group H and Group L for both sub-scales of acceptance, PU and
PEU. According to Field et al. [20], there are four prerequisites to conducting
a MANOVA: Independent observations, randomly sampled data, homogeneity
of covariance matrices and multivariate normality within groups. Independent
observation and randomly sampled data were given by the experimental design.
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Fig. 7. Box Plot: Perceived Usefulness (PU) and Perceived Ease of Use (PEU)

The data within groups was not normally distributed across both dependent
variables, as depicted by the Shapiro-Wilk test, W(60) = 0.955, p = .03 ; thus,
the prerequisite of multivariate normality was not met. However, based on dif-
ferent studies, Bortz and Schuster [8] conclude that a MANOVA is robust to
violating this prerequisite in large samples if the group sizes are equal. Hence,
the MANOVA could still be run on the data. As discussed in Sect. 5.1, the Lik-
ert scale can be considered an interval measure. Since the sample sizes in both
groups are equal, the homogeneity of covariance can be assumed.

Using Pillai’s trace, it can be observed that explanations significantly affected
PU and PEU, V = 0.12, F(1,58) = 3.98, p = 0.024. Separate univariate
ANOVAs on the dependent variables revealed significant effects of explanations
on PU, (F(1,58) = 6.19, p = 0.016, η2

p = 0.096) and PEU, (F(1,58) = 4.82, p
= 0.032, η2

p = 0.077).

5.4 Correlation Between Trust, Acceptance and Perceived Causal
Understanding

The relationship between trust, acceptance and perceived causal understanding
was explored through a correlation analysis using Spearman’s Rho. Here the
differentiation between groups was not considered. For acceptance, an aggre-
gated average score of PU and PEU is calculated per participant (N = 60). The
results are illustrated in Fig. 8. The perceived causal understanding correlates
positively with acceptance ( ρ = 0.41, p = 0.001) and trust ( ρ = 0.51, p<.001).
Furthermore, trust and acceptance have also a positive correlation ( ρ = 0.41, p
= 0.001).

5.5 Correlation Between Previous Experience with Chatbots
and Perceived Causal Understanding

We explored the possibility of a relationship between users’ understanding and
previous experience with chatbots using Spearman’s correlation analysis. The
differentiation between groups was not considered. The users’ perceived causal
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Fig. 8. Spearman’s Correlation Analysis between Trust, Acceptance and Perceived
Causal Understanding

understanding did not show any significant correlation with previous experience
( ρ = −0.04, p > .05).

6 Discussion

The presented study aimed to investigate the impact of the explainability of a
conversational agent on users’ trust and acceptance. The study was conceptual-
ized to be a between-subjects comparison with two versions of the chatbot, with
high and low explainability, respectively. The users interacted in these versions
in an online study and answered questionnaires regarding trust, acceptance and
users’ perceived causal understanding. The results show that there is a significant
impact of explanations on users’ trust and acceptance regarding the system.
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Our hypothesis was based on previous studies, which attributed towards
improved user understanding, trust and acceptance with the incorporation of
explainability [9,38,40]. The results of the independent sample t-test for the SCS
showed a significant effect of explainability on users’ understanding of the chat-
bot functionality. This also indicates that a combination of approaches results
in increased user understanding. However, the results should be interpreted cau-
tiously as the System Causability Scale is a novel questionnaire, and the results
cannot be compared to other projects. This also emphasizes the need for further
research in this area, where different permutations and combinations of explana-
tion approaches are tested to recommend an optimized taxonomy for generating
explanations with high quality. In this study, the SCS value of chatbot L has
limited relevance since test subjects in Group L did not receive proactive expla-
nations from the chatbot. The chatbot L gave explanations only when requested
in the form of follow-up questions. Therefore, it is unclear how valid or mean-
ingful the SCS is with only a few explanations. Limited follow-up inquiries from
participants suggest that users may prefer receiving proactive explanations from
the system rather than making efforts to seek clarifications. Based on partic-
ipants’ subjective feedback, it can be inferred that incorporating explanations
in diverse tones and styles could enhance participant engagement. This aspect
warrants further investigation from a human factors perspective.

This study also explored how prior experience with chatbots affects perceived
causal understanding. However, the correlation analysis between prior experience
with chatbots and perceived causal understanding did not reveal any significant
results. This lack of significance could be linked to users’ familiarity with online
vacation booking experiences, where they are well-versed in searching for desti-
nations and booking flights. It’s important to note that this outcome is specific
to the use case examined and may differ for more critical use cases.

The statistical results show a significant impact of explanations on both trust
and acceptance in users. The positive effects of explanations on trust and accep-
tance concur with previous research [9,17,41]. The correlation analysis also indi-
cated a moderately positive but significant correlation between perceived causal
understanding, trust and acceptance. While user acceptance increased with the
explanations, the acceptance was measured only using perceived usefulness and
perceived ease of use. Similarly, the higher trust ratings in Group H confirm the
impact of explanations on trust in the system. This study proves that the rela-
tionship between trust, acceptance and perceived causal understanding based
on explanations is also valid in low to mid-stake decision-making systems. How-
ever, there are other factors that play a role in shaping trust and acceptance of
any technology [29,39]. Further research in the form of in-depth investigations
regarding critical factors affecting trust and acceptance could provide a basis for
designing such AI-based systems. However, the study did not account for partic-
ipants’ baseline trust in chatbots or their preconceived opinions about chatbots.
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Analyzing the impact of explanations on the increase or decline in trust and
acceptance could be a further avenue for research.

The prototypical design of this study poses a limitation to its external valid-
ity, particularly in terms of lacking a genuine AI-based conversational agent
and the natural conversational flow it could generate. This potential limitation
might have influenced users’ perceptions of the investigated variables. Never-
theless, using a consistent database and decision tree ensured uniformity in the
conversations experienced by each participant through the Wizard of Oz method.
Consequently, the results should be considered as initial indicators for structur-
ing explanations in AI-based conversational agents (based on the concept of user
general types).

7 Conclusion

With the leaps AI and natural language processing have taken in the recent
past, a future without these systems is indiscernible. However, the advance-
ments in designing AI lack behind rendering these systems to be black-boxes for
humans. Therefore, using a human-centered design approach for transparency
becomes inevitable especially for interfaces that deal with end-users who are
not domain experts. Previous works have recommended using explanations or
explainable AI as an approach for increasing transparency and thus usability
of these systems [4,27]. This study explored a relatively low-stake application,
planning and booking a vacation with the help of a chatbot. Our work com-
pared various approaches for structuring these explanations and explores the
impact of incorporating explanations on users’ trust, acceptance and perceived
causal understanding of the system. The explanations designed for this system
were based on previous studies which had shown positive results with regard
to trust and acceptance. We developed two versions of a chatbot with low and
high explainability for exploring the effect of explanations on trust, acceptance
and perceived causal understanding. Our results showed that carefully designed
explanations can significantly influence the trust and acceptance of the system.
The correlation between users’ previous experience with chatbots and perceived
causal understanding was insignificant in our study. However, we observed a
difference in users’ perceived causal understanding of the system between the
groups. This indicates that explanations contribute to increasing user trust and
acceptance, thus enhancing user experience. Future research can investigate vari-
ations in communication strategies explanations including the tone and style of
explanations and its effects on users’ experience.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. With the widespread application of artificial intelligence
(AI), the explainable AI (XAI) field has undergone a notable resur-
gence. In this background, the importance of user experience in XAI
has become increasingly prominent. Simultaneously, the user interface
(UI) serves as a crucial link between XAI and users. However, despite
the existence of UI design principles for XAI, there is a lack of prioriti-
zation based on their significance. This will lead practitioners to have a
vague understanding of different design principles, making it difficult to
allocate design space reasonably and emphasize design focal points. This
paper aims to prioritize four design principles, providing clear guidance
for UI design in XAI. Initially, we conducted a lightweight summary
to derive five user experience standards for non-expert users in XAI.
Subsequently, we developed four corresponding webpage prototypes for
the four design principles. Nineteen participants then interacted with
these prototypes, providing ratings based on five user experience stan-
dards, and We calculated the weights of the design principles. Our find-
ings indicate that, for non-expert users, “sensitivity” is the optimal UI
design principle (weight = 0.3296), followed by “flexibility” (weight =
0.3014). Finally, we engage in further discussion and summarization of
our research results, and present future works and limitations.

Keywords: Explainable AI · Explanation user interfaces · User
experience · User interface design

1 Introduction

AI has permeated every facet of our lives and gradually integrated into our
daily routines. The widespread popularity of large language models (LLMs) has
further intensified AI’s impact on our daily lives. However, the explanation of
AI output is not only a requirement for user experience but also a legal man-
date for the implementation of AI, such as the European Union’s GDPR [33].
Consequently, the field of XAI has entered its third wave of research, with numer-
ous emerging XAI technologies. In the early stages of XAI research, there was
a lack of user involvement, relying primarily on the preferences of technical
experts. The opinions of the Human-Computer Interaction (HCI) community
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were often overlooked or even rejected [44]. This has resulted in a significant
focus on algorithms and a disconnect from the actual usage environment of XAI.
Later on, many HCI researchers recognized the importance of a user-centric per-
spective and attempted to shift the focus of XAI research from algorithms to the
human [11,25,29,31]. The UI design for XAI has also garnered more attention,
with UI being considered a crucial pathway for XAI output. Many researchers
view UI as the second step in the entire XAI application process, serving as the
bridge for presenting humanized outputs from specialized XAI data results. To
reduce unnecessary text, we will generalize the UI designed for XAI as XUI,
adopted the following definition to XUI: “the sum of outputs of an XAI system
that the user can directly interact with.” [7].

However, despite numerous attempts to enhance user experience in XAI, the
current state of affairs still reflects a disconnect between user needs and existing
XAI systems [25,29]. Moreover, there is limited research on how humans per-
ceive XAI and their expectations of XAI systems [40]. Thus, improving the user
experience with a human-centered approach remains a worthwhile direction in
XAI. There is existing research that has summarized XUI design principles [7],
but it has not prioritized weights to these principles. The design space for XUI
is limited, and excessive content may lead to cognitive overload and even psy-
chological conflicts [38]. Therefore, this vague understanding of design princi-
ples will lead to a lack of focal points of design and an inability to reasonably
allocate design space. Lastly, evaluations of XAI often neglect user experience
assessments [2,41]. While some research exists on XAI user experience evalua-
tions, many standards are tailored for domain-specific professionals, creating a
mismatch for non-expert users. Details are further summarized in Sect. 3.

To address these issues, we conducted a quantitative experiment aimed at
prioritizing the XUI design principles that enhance user experience. Initially,
we developed four webpage prototypes corresponding to four design principles.
Then, Users rated these prototypes using the Analytic Hierarchy Process (AHP)
to determine their weights [35], respectively. Additionally, we conducted quali-
tative interviews with users after they completed the quantitative experiment to
validate the conclusions and address potential shortcomings in the research.

Through quantitative analysis of the data, we found that among the five XAI
user experience standards, trust and understandability are the most important,
with weights of 0.2903 and 0.2398, respectively. Sensitivity and flexibility are
identified as the most critical XUI design principles, with weights of 0.3296 and
0.3014. We also obtained the weights of four XUI design principles under the
five XAI user experience standards. The contribution of this article is twofold:

1. We provided weighted priorities for design principles aimed at enhancing
XUI user experience, offering clear guidance for practitioners to allocate XUI
design space reasonably.

2. Taking a Human-Centered XAI (HCXAI) perspective, we offered a
lightweight summary of user experience standards for non-expert users in
XAI. This provides subsequent researchers with a reference framework for
better understanding and meeting the expectations of non-expert users in
XAI.



Prioritizing UI Design Principles in XAI for User Experience 221

2 Related Work

In this section, we first review the current status and shortcomings of user expe-
rience in the XAI field and then explore the research content related to XUI.

2.1 User Experience in XAI

Research on XAI has a long history, the first generation of XAI systems began
to appear in the late 1970s. However, contemporary XAI systems still face
challenges from both the first and second generations, particularly in lacking
user experience [31]. In recent years, many HCI researchers have endeavored to
address this issue. For example, Springer and Whittaker enhanced the trans-
parency and user experience of intelligent systems through progressive disclo-
sure [36]. Ferreira and Monteiro, in their literature review, observed a general
lack of focus on user experience in XAI research outside the HCI community and
emphasized the importance of user experience [14]. Ehsan and Riedl proposed
an approach that places humans at the center of XAI, known as HCXAI. Liao
et al. [11]. Liao et al. developed an XAI question bank to meet user understand-
ing needs [24]. However, related studies point out two major issues with the user
experience in XAI. First, as highlighted in the papers by Liao and miller [25,29],
the existing XAI systems still suffer from a disconnect with user requirements,
leading to the “inmates running the asylum” problem. Second, evaluations of XAI
primarily focus on interpretability (model performance), with user evaluations
often being overlooked [2,41].

2.2 UI Design for XAI

UI is crucial for XAI, serving as the bridge between users and XAI systems.
Program such as DARPA’s XAI and the study by Danilevsky et al. roughly
divide the XAI process into two stages: the generation of raw explanations by
interpretable models, followed by translation through UI into understandable
content for the general public [9,16]. Therefore, many researchers have made
efforts in UI design for XAI. For instance, Hohman et al. designed Gamut, an
interactive explainable interface targeting expert users [18]. Rjoob developed a
user interface for XAI generating Automated ECG (Electrocardiology) Interpre-
tations [34]. Janet and Hani designed XAI interfaces tailored for finance profes-
sionals [1]. Hao-Fei Cheng and collaborators designed various explainable inter-
faces, including interactive and white-box, for an AI system used in university
admissions [6]. Liao, adopting a scenario-based design approach, created a UI
design aiming for social transparency in AI systems [25]. It is noticeable that
existing XUI designs have relatively limited focus on non-expert users. This may
be attributed to XAI historically catering to expert users in various domains.
However, with the popularity of LLMs, such as ChatGPT, XAI stakeholders and
application scenarios are rapid growth [26]. The importance of XUI for ordinary
non-expert users continues to increase.
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3 XAI User Experience Standards for Non-expert Users

After analyzing multiple literature on XAI user experience standards, this study
provides a lightweight summary of the composition of user experience stan-
dards(see Table 1). We identified some shortcomings in existing XAI user expe-
rience standards. Firstly, there is currently no complete consensus on user expe-
rience standards for XAI, and there are too many standards related to XAI user
experience, causing difficulty in flexible application during the evaluation pro-
cess. Secondly, existing XAI user experience standards lack a clear definition of
their target audience. Therefore, there are many standards that are not applica-
ble to non-expert users and that non-expert users do not care about in practical
use, such as Parsimony, Causality, Correct rate, etc.

Table 1. Summary of XAI user experience standards

No. Author(s) XAI user experience standards

01 Sajid et al. [2] Understandability; Satisfaction; Trust; Transparency;
Explanation; Trust

02 Samuli et al. [22] Intelligibility, Comprehensibility, Interpretability; Trust;
Transparency; Controllability

03 Markus et al. [23] Understandable; Satisfaction; Explanation
04 Jasper et al. [41] Understandable; Persuasion; Correct rate; Accuracy rate
05 Juliana J & Mateus [14] Adoption rate; Acceptance; Satisfaction; Engagement;

Persuasion; Continued use
06 Sule et al. [3] Usefulness; Naturalness; Trust; Transparency; Controllability
07 Martijn et al. [28] Effectiveness; Understandability; Trust; Novelty; Satisfaction;

Confidence
08 Markus et al. [30] Trust; Explanation; Satisfaction
09 Robert et al. [17] Explanation; Satisfaction; Understandability; Curiosity; Trust
10 Nava [37] Transparency; Scrutability; Trustworthiness; Effectiveness;

Persuasiveness; Efficiency; Satisfaction
11 Tim [29] Coherence; Simplicity; Generality; Truth; Explanation
12 Aniek [27] Clarity; Parsimony; Completeness; Soundness
13 David & David [16] Satisfaction; Trust; Predictability; Understandable; Correct

rate
14 Nadia & Marco [4] Trust; Transferability; Causality; Informativeness;

Accountability; Transparency
15 Shane et al. [31] Explanation; Trust; Reliance; Predictability

To address these issues. Firstly, this study adopts the HCXAI perspective
to filter out standards that do not meet the needs of non-expert users. In other
words, the focus is on standards that truly reflect the user experience for non-
expert users, excluding any standards irrelevant to their experience. Secondly,
three different levels are used to integrate XAI standards for non-expert user
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experience, resulting in five standards that are truly applicable to non-expert
users, the details see Table 2. The specific summarized information is as follows.

3.1 Universal User Experience Level: Satisfaction

Universal user experience standards are prerequisites for any system aiming for
a good user experience, similar to constituting the “baseline” for a good user
experience. This study uses “satisfaction” to encompass universal user experience
indicators. Satisfaction can comprehensively reflect the system’s usability and
the user’s psychological pleasure, making it a metric for measuring the overall
experience of non-expert users.

3.2 Excellent Explanation Tool Level: Persuasiveness, Efficiency

Explanation is a crucial component of XAI, and the effectiveness of explanations
directly influences the user experience. Therefore, an XAI system for non-expert
users should meet the requirements of an excellent explanation tool. Some stan-
dards for excellent explanation tools overlap with unique XAI user experience
standards, which we will not repeat. In this study, we choose “persuasiveness”
and “efficiency” as the criteria for excellent explanation tools. Persuasiveness is
a key factor in the effectiveness of an XAI system, and good persuasiveness not
only enhances the user experience but can also influence user behavior for better
decision-making [10]. On the other hand, efficiency is crucial for user experience,
providing users with a sense of fluency and confidence [8]. For non-expert users
interacting with XAI systems, because the XAI systems they use lean towards
frequent application, a smooth user experience is highly essential.

3.3 Unique XAI User Experience Level: Understandability, Trust

XAI systems differ from ordinary products, and users have higher expectations
for attributes such as transparency, trust, and reliability. Establishing unique
experiences for XAI users contributes to a more in-depth evaluation of XAI
user experience. This study uses “understandability” and “trust” to reflect these
unique standards. Understandability has long been a persistent issue in XAI.
For example, many XAI algorithms generate graphical results, such as LIME
and SHAP, which can be challenging for non-expert users to understand [20,43].
Additionally, the degree of understanding of explanations is higher when they
align with the user’s mental model [42]. Therefore, understandability can reflect
the degree of matching between the XAI system and the user’s mental model. In
systems involving risks, the level of trust that users have in the system directly
determines their experience [5]. Trust is one of the most important user experi-
ence characteristics for XAI aimed at ordinary non-expert users. Existing stud-
ies suggest a high dependence between trust, transparency, and controllabil-
ity [11,26]. And, Research suggests that trust in intelligent systems stems from
control and transparency [5]. So, Trust as an indicator can effectively reflect the
non-expert user’s experience with the controllability and transparency of the
XAI system.
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Table 2. XAI User Experience Standards

Standard Description

Satisfaction This standard measures whether users gain satisfaction during use
Trust The standard of trust involves whether users increase their trust

in the AI system because of the explanation method
Persuasiveness The persuasiveness standard focuses on whether users feel that

XAI’s explanation is convincing
Efficiency The efficiency standard refers to whether users feel that they have

gained higher speed when understanding XAI
Understandability The standard of understandability examines whether the content

of XAI is easy for users to understand

4 Method

In order to explore the weight of design principles in XUI, we employed a mixed-
method approach for experimentation and data processing. Firstly, we created
four web prototypes based on four XUI design principles, and we used each of
the four XUI design principles to explain the same AI medical conclusion, in this
study, we assume that the user is diagnosed with coronary heart disease and has
corresponding symptoms and abnormal physiological indicators. Secondly, we
used the Analytic Hierarchy Process (AHP) method for quantitative analysis
of user experiences with the four web prototypes [35], obtaining specific weight
information. Finally, after the experiment, We conducted qualitative interviews
with participants to validate the conclusions drawn from our previous quantita-
tive analysis and to supplement areas that might have been overlooked during
the experimental process.

4.1 Design Principles for Enhancing XUI User Experience

In the context of XUI design principles, we primarily adopted the principles
proposed by Chromik and Butz [7] in their SLR article. However, this paper
introduced some modifications to the aspect of naturalness to ensure its distinc-
tiveness from the other three design principles. For specific design principles and
explanations, see Table 3.

4.2 Prototype Design

We constructed a fictitious online health assessment scenario. Because, in the
context of AI inferences related to health matters, users have a stronger demand
for explanations [19]. This helps capture the attention of our participants. Our
primary objective is provide an environment to experience various XUI design
principles and to gather feedback data in subsequent evaluations.

In the design practice. Firstly, we used feature-based explanation style. Sec-
ondly, we designed the UI in the form of conversational agents. Finally, all our
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Table 3. Design principles for XUI

Design principle Description

A: Naturalness This principle aims to enhance the logic and accuracy of
explanations through natural language. It achieves this by
using the substantial information content and rapid
rationalization characteristic of natural language to generate
detailed and logically sound explanations

B: Responsiveness The principle of responsiveness aims to dynamically respond
to the initial interpretation according to the user’s needs,
mainly through progressive disclosures of information to meet
the user’s needs. This method not only helps reduce the
cognitive load of users but also satisfies users with different
depths of understanding

C: Flexibility The principle of flexibility encourages the use of multiple
different ways of explanation to form a triangular and
mutually supporting explanation mechanism and enhance the
comprehensiveness and credibility of explanations

D: Sensitivity The principle of sensitivity emphasizes the continuous
adjustment of explanation principles according to the user’s
psychological state and usage scenarios to ensure the
adaptability and effectiveness of explanations

explanatory content is in the form of post hoc local explanation. This is mainly
due to the following reasons: 1) Previous research indicates that the feature-based
explanation style performs well in Online Symptom Checkers (OSCs), sharing
similarities with the experimental design of this study [39]. 2) The natural human
demand for social explanations leads us to prefer conversational styles of expla-
nation, and conversational methods are considered one of the most promising
approaches in intelligent system explanations [29]. And intelligent agents can be
easily embedded into various systems as tools for explanation [31]. Additionally,
popular LLMs provide extensive technical support for conversational agents. 3)
Research shows that users prefer Local Explanation in practical usage [32]. At
the same time, XAI technologies for local explanations are also richer. The spe-
cific details of XUI are as follows:

Natureness. Although this may seem like a very common explanatory app-
roach, its explanations are not only rich in information content but also quite
accurate. This gives it a certain advantage in systems involving risks. For exam-
ple, research indicates that when users become aware of their health anomalies,
they prefer comprehensive and accurate explanations [39]. Additionally, different
cultural backgrounds and preferences may lead users to prefer textual explana-
tions [21]. Furthermore, it also offers advantages in terms of faster generation
speed and rationalization speed [12]. See the specific design in Fig. 1.
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Fig. 1. The XUI of Natureness.

Responsiveness. We created an interactive XUI through Progressive Disclo-
sure to meet users’ responsiveness needs. Non-expert users dislike explanations
that require much effort [15], and this approach can significantly reduce the like-
lihood of user information overload. By progressively providing information, it
becomes easier for users to obtain personalized depth of explanation. Specifi-
cally, we initially provide users with a brief natural language explanation of why
they are diagnosed with coronary heart disease. Next, users are free to choose
additional information they want to explore further, such as an introduction to
coronary heart disease or its symptoms. Finally, users can delve into how to treat
the disease. We limited the levels of Progressive Disclosure to two layers because
exceeding two layers can cause users to lose their way in the hierarchy [13]. See
the specific design in Fig. 2.

Flexibility. Humans seek understanding through diverse ways [7]. Similar to our
research, we frequently use triangulation to reduce errors. Diverse explanatory
approaches play a positive role when users are suspicious of the results. In the
flexible XUI design, we emphasize corroborating various forms of explanatory
materials and logical explanatory methods. In our XUI, we have set up two
different diagnostic explanations for coronary heart disease: 1) Inference logic:
a) inferring based on user self-reported symptoms; b) inferring based on user self-
reported physiological indicators. 2) Multimedia explanation: providing detailed
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Fig. 2. The XUI of Responsiveness.

explanations of users’ symptoms and their self-described correspondence through
videos and images12. See the specific design in Fig. 3.

Sensitivity. This principle is primarily designed to address the diverse expla-
nation needs of users. Therefore, it requires XUI to keenly grasp changes in user
explanation needs and dynamically generate corresponding explanations based
on the user’s psychological model and state in real-time. To show the charac-
teristics of sensitivity, we introduce a new user context. We assume that the
user had previously suffered from coronary heart disease but has been healthy
for a long time. However, the AI re-diagnosed them with coronary heart disease.
XAI adjusts its responses based on this new user background to demonstrate the
system’s adaptive adjustment to the user’s background and psychological state.
For instance, in this XUI, there are two instances: 1) When the AI recognizes
that the user has a basic understanding of medical knowledge and treatment
methods, the AI begins to attempt direct communication with the user using
medical terminology abbreviations. 2) Considering the user’s anxious mindset
upon learning about the recurrence, the system provides emotional comfort and
suggests ways to alleviate the disease. See the specific design in Fig. 4.

1 https://www.youtube.com/watch?v=x6VrwrIonc0.
2 https://www.myupchar.com/en/disease/coronary-artery-disease.

https://www.youtube.com/watch?v=x6VrwrIonc0
https://www.myupchar.com/en/disease/coronary-artery-disease
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Fig. 3. The XUI of Flexibility.

4.3 Participants

To finish the experiment, we recruited 19 adult participants, including both
teachers and students. The age range of the participants was 20 to 52 years
(M = 28.65, SD = 9.59), comprising 9 females and 10 males. We deliberately
selected individuals with diverse professional backgrounds to comprehensively
assess the effectiveness of the XAI system across different demographics. The
participants represented various age groups and genders to ensure the broad
applicability of the experimental results. All participants possessed an adequate
level of cultural literacy, the necessary knowledge, and the skills to comprehend
the information presented by the XAI system. Moreover, all participants had no
experience in using XAI systems. Before the start of the experiment, we provided
detailed explanations to the participants to ensure their understanding of the
XAI system’s features, the experiment’s objectives, and the meaning of the AHP
scale. All participants volunteered to take part in the study, and each received
a gift of approximately $10 after completion.

4.4 Data Collection and Analysis

Participants provided evaluations for each principle according to the AHP scor-
ing table (see Table 4). Two rating tables were excluded due to the failure of the
consistency check.
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Fig. 4. The XUI of Sensitivity.

Table 4. AHP assessment ratio scale and description

Scale Definition Explanation

1 As important as Means i factors are as important as j factors
3 Slightly more

important
Means i factors are slightly more important
than j factors

5 Obviously more
important

Means i factor is obviously more important
than j factor

7 More important Means i factor is more important than j
factor

9 Extremely important Means i factor is extremely important than
j factor

2, 4, 6, 8 Median The median value of the two adjacent
judgments

Count backwards Relative count
backwards

When the j factor is compared with the i
factor, the judgment value is aij = 1

aji

Subsequently, we proceeded with model construction. Initially, we used the
design principles of the four XUIs to form the decision layer of the AHP model.
Following that, we used five XAI experience standards tailored for ordinary users
to constitute the criteria layer, as depicted in Fig. 5.
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Fig. 5. The AHP model

The following illustrates the process of determining the weights of the 5
XAI user experience standards using the AHP method, using the example of a
participant (P1). Matrix processing mainly involves the following steps:

1. We constructed the corresponding judgment matrix A based on user ratings,
as shown in Formula 1 (Matrix diagram in Formula 2):

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1
5 3 1 1

3

5 1 4 3 3
1
3

1
4 1 1

3
1
3

1 1
3 3 1 1

5

3 1
3 3 5 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

Am×n =

⎡
⎢⎢⎢⎣

a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

. . .
...

am1 am2 · · · amn

⎤
⎥⎥⎥⎦ = [aij ] (2)

2. We used the square root method to obtain its column vector, i.e., using For-
mula 3. Then, we normalized it using Formula 4. Consequently, we obtained
specific information about the weights of the 5 XAI user experience standards
for P1, as shown in Table 5:

ω̄i = m

√√√√
m∏
j=1

aij (3)

ωi =
ω̄i∑m
j=1 ω̄j

(4)
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Table 5. XAI User Experience Weight for P1

Satisfaction Trust Persuasiveness Efficiency Understandability

0.1083 0.4414 0.0623 0.1123 0.2757

3. Calculate the largest eigenvalue of the matrix using Formula 5, and the cal-
culated value is λmax = 5.4276:

λmax =
n∑

i=1

(Aω)i
nωi

(5)

4. The consistency of the matrix was examined through Formulas 6 and 7, and
the R.I. value is only related to the order of the judgment matrix, and it is
1.12 in this case. The obtained C.R. value of 0.0955 < 0.1 confirms that it
passed the consistency test:

C.I. =
λmax − n

n − 1
(6)

C.R. =
C.I.

R.I.
(7)

5. Repeat this process to explore users’ weights for each UI design principle
under each user experience criterion. Multiply the weights of the correspond-
ing design principle by the weights obtained for the respective experience
criterion, and then sum them up to obtain the total weight of the decision
layer.

By repeating these steps for each participant, we obtained specific scores
for the four XUI design principles, their preferences for the 5 user experience
standards, and the scores of the 4 XUI design principles under different user
experience standards.

4.5 Interviews

To validate the rationale of our experiments, we decided to conduct interviews
with users after the conclusion of the experiments. Through this interview pro-
cess, we aim to ensure the credibility and effectiveness of the experiments, while
also gaining insights into users’ subjective experiences and feedback to better
comprehend the experimental data comprehensively. The interview questions
are as follows:

Q1: Please describe which specific XUI design principles had a significant
impact on your user experience during the interaction with the XAI system, and
explain the specific ways in which it influenced your experience.

Q2: For each of the five XAI user experience criteria, please discuss which
XUI design principles achieved better results.

Q3: In your opinion, in which aspects of UI design further research or
improvement is needed to achieve enhanced user interaction and interpretability?
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5 Result

We obtained various data results through calculations. Specifically, we acquired
the weights of users for five XAI user experience standards, shown in Table 6.
Additionally, we obtained the weights for different design principles of XUI,
shown in Table 7. Furthermore, the weights of different design principles of XUI
under the five XAI user experience standards are shown in Table 8. Excluding
the data result, and combining the content from interviews, we primarily derived
the following results:

1. Trust is the most crucial aspect among the XAI user experience
standards, with a weight of 0.2903, followed by Understandability, the second
most important standard, with a weight of 0.2398. Responses to Q1 during the
interviews also confirmed this observation. Users often consider trust as the
foundation for a good XAI user experience. For example, P7 mentioned, “If the
system cannot provide enough trust, I find it challenging to have a positive
perception of the system. Even if other aspects are well-executed, I am likely to
maintain a skeptical outlook on other outputs.” Similarly, Understandability is
frequently mentioned by users, and they consider it the key to the effectiveness
of XAI. For instance, P2 mentioned, “Originally, I have doubts about the outputs
of AI, and I turn to XAI systems to seek answers. However, if it is still difficult
to understand, then one would have to seek XAI for XAI.”

2. Sensitivity is the most important XUI design principle, with a
weight of 0.3296, but Flexibility also holds a weight of 0.3014. Sensitivity and
Flexibility are crucial for users’ trust and understandability attributes. This data
is corroborated by responses to Q2 during the interviews. Users perceive Sensi-
tivity and Flexibility as sources of subjective and objective trust, respectively.
Users praise the user experience of Sensitivity because it increases the content
of relevant information and makes the system feel intelligent. For instance, P4
mentioned, “The XUI design with sensitivity makes me feel very relaxed. I don’t
need to repeatedly self-report, and the information is mostly tailored to my
specific situation, reducing a lot of unnecessary information.” Flexibility is well-
received because it eliminates ambiguity, P12 mentioned, “For illnesses, I have
both resistance and anxiety. Flexibility can meet my needs well and eliminate
many doubts I have about AI conclusions.”

Table 6. The weights of users for five XAI user experience standard

Satisfaction Trust Persuasiveness Efficiency Understandability

0.1604 0.2903 0.1663 0.1433 0.2398

Table 7. The weights for different design principles of XUI

Design principle A Design principle B Design principle C Design principle D

0.1549 0.2140 0.3014 0.3296
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6 Discussion

In this section, we will provide further insights and discussions based on the
experimental results, summarizing our experiences and offering valuable infor-
mation for XUI design. We will discuss on this in three subpoints:

1, Users demand “correct” explanation. Users are more concerned about
whether the explanation provided is “correct” (meeting their specific needs)
rather than just being comprehensive or persuasive. The weight of the Sensi-
tivity principle, which provides context-sensitive responses, is 0.3796 under the
satisfaction criterion, compared to the Flexibility principle, which provides more
detailed information with a weight of 0.2722. This trend is also observed under
the criterion of trust and Understandability. We can find that users generally
prefer explanation that aligns with their specific needs rather than an abundance
of information.

2, User experience is the core of XAI applications. Analysis of the
overall weights for the four XUI designs reveals that designs centered around
user-centric principles (such as Design principles C and D) often outperform
designs less focused on user experience (such as Design principle A, which is
more algorithm-centric). This further emphasizes the importance of HCXAI,
suggesting that XAI development should prioritize user needs. If detached from
user requirements, XAI may lose its practical value.

3, Diverse Demands. In our research, we discovered that differentiated
needs are a highly significant issue, primarily classified into two types:

Individual Differentiation: Almost every individual exhibits different prefer-
ences. XUI outputs should emphasize differentiation. For instance, Participants
P7 and P15 prefer the Naturalness principle, unlike others. They believe that
adding other forms is a waste of time when textual descriptions are correct.

Scenario Differentiation: The data results indicate significant fluctuations in the
weights of the four principles under different XAI user experience criteria. For
example, the Naturalness principle performs relatively poorly under other user
experience criteria but excels under the efficiency criterion. Therefore, adjusting
XUI strategies is crucial, considering various scenarios and their unique require-
ments. Our Table 8 can provide a detailed reference for such adjustments.

Table 8. The weights of design principles under the five XAI user experience standards

Design principle A Design principle B Design principle C Design principle D

Persuasiveness 0.0991 0.2816 0.3209 0.2984
Satisfaction 0.1528 0.1954 0.2722 0.3796
Trust 0.1073 0.1955 0.3397 0.3576
Efficiency 0.4135 0.2056 0.2763 0.1046
Understandability 0.0844 0.1603 0.3609 0.3944
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7 Limitation and Future Work

In the following section, we will discuss the limitations of our study and potential
directions for future research:

1. Lack of consideration for the combination of design principles.
The four principles discussed in this study are entirely combinable, yet our
research treats them as independent principles to explore their individual impor-
tance. While there are challenges related to the limited UI design space, future
research could investigate the impact of combining multiple XUI explanation
principles on users, for a more precise response to user needs.

2. Limited consideration of scalability. Due to constraints in the exper-
imental environment and controlled variables, our study has limitations in terms
of scalability. Firstly, it only focuses on conversational AI interfaces, neglecting
exploration into other forms of AI interfaces such as XR interfaces or natu-
ral interfaces. Secondly, the study does not account for changes over extended
usage periods. In high-frequency usage scenarios, user demands may change,
and the weight of factors like “efficiency” could correspondingly increase. Lastly,
the study has a single-use scenario, real-life situations are more complex, with
diverse user needs across different usage scenarios. Future research could explore
the scalability of various XUI design principles in more detail.

8 Conclusion

In this paper, we conducted a study on the weighting of XUI design princi-
ples and summarized lightweight XAI user experience standards for non-expert
users. Our contributions include providing weighted rankings for design princi-
ples aimed at enhancing the XUI user experience and offering guidance for prac-
titioners in allocating XUI design space reasonably. Additionally, we provided
a lightweight summary of XAI user experience standards for non-expert users
from the perspective of HCXAI, serving as a reference for future researchers.
As the widespread use of LLMs continues, the demand for XAI is expected to
grow, especially among non-expert users. Our study provides valuable insights
for specific XUI designs and contributes to improving the user experience of XAI
through UI design. In the future, we hope these research findings will guide XUI
design and encourage more researchers to engage in user experience studies in
the field of XAI.
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Abstract. Artificial intelligence (AI) has an increasingly powerful
impact on our lives, influencing even non-expert users. This mismatch
between an increasingly advanced technology on the one hand and non-
expert users on the other hand can lead to unfounded reliance. To
improve collaboration between end-users and the system, Explainable
AI (XAI) is gaining momentum. However, recent studies yield mixed
results on the effects of explanations, leaving uncertainty about whether
increased transparency prevents or encourages unfounded reliance.
Despite this uncertainty, it is common practice to call for transparency
from AI. Thus, most systems display explanations immediately without
considering the potential downsides. Still, it is uncertain when users actu-
ally need an explanation and how thoroughly they scrutinize them versus
viewing them as a signal of competence. Since algorithms are vulnerable
to biases and are often unable to identify incorrect advice, users need
to think analytically about explanations to avoid misjudgments. If users
proactively demand an explanation of the recommendation, it becomes
increasingly likely that they cognitively evaluate it. Therefore, this study
investigates how the accessibility of explanations—provided immediately
or on-demand—affects non-expert users’ willingness to rely on AI rec-
ommendations. In addition, this research analyzes whether users request
an explanation in the first place and whether personal-driven or con-
textual factors influence the decision for or against an explanation. By
examining the interaction between an AI recommendation system and
non-expert users, this experiment reveals that many non-expert users
abstain from requesting verbal explanations despite performing signifi-
cantly better with them. It sheds light on the circumstances prompting
users to seek explanations, demonstrating that personal factors drive gen-
eral explanation demands, while contextual factors influence the num-
ber of explanations requested. Surprisingly, participants attribute similar
importance to on-demand and immediately provided explanations, indi-
cating that increased transparency through verbal explanations results
in unfounded reliance.
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1 Introduction

The integration of AI across diverse industries signals a transformative era
wherein tasks traditionally handled solely by humans are now shared with AI
systems. Contrary to initial speculations, AI will not be able to perform most
activities autonomously but rather transform activities and work environments
in a way that humans and AI have to collaborate [8]. This paradigm shift empha-
sizes the significance of understanding AI and its recommendations not just for
aspiring AI professionals, but also for individuals who are not experts in com-
puter science, mathematics, or AI engineering [34]. As AI technologies become
commonplace in various domains, the ability of non-expert users to interact
effectively with these technologies becomes imperative [42]. However, despite
the increasing importance of AI skills across disciplines and industries [42], the
collaboration of non-expert users with AI technologies remains an underexplored
research area [37,41]. This neglect is also reflected in AI explanations as they
are not designed to suit the needs of non-experts [1,38]. So, while AI often
enhances decision-making and performance, users exhibit a persistent skepticism
towards AI recommendations [19,30]. This skepticism, rooted in a lack of under-
standing of the technology, can impede effective utilization and lead to incorrect
usage [15]. Misconceptions about AI hinder proficient utilization, effective collab-
oration, and critical evaluation by users [26]. Consequently, integrating human
decision-making remains a complex challenge in this research domain [12]. The
increasing complexity of AI systems is compounding this challenge, resulting
in opaque models and recommendations that lack transparency for both users
and developers [11]. This “black box” nature introduces significant drawbacks,
including compromised user trust, reduced error-proofing, limited contestabil-
ity, and bounded accountability [46]. XAI emerges as a key solution to address
these issues, expecting that increased transparency will enhance decision-making
by fostering AI recommendations comprehensibility [18,38]. Nevertheless, recent
research demonstrates mixed effects of explanations on human-AI collaboration
[39,47,49]. This poses the question of whether users always need an explanation
as it is unclear if increased transparency of an AI recommendation improves
decision-making. While the methodological [18,38], contextual [14,36], personal
[30,50] and temporal factors [22,35,44] have already been investigated, there is a
notable research gap regarding the influence of the accessibility of AI-generated
explanations. Conceivably, influencing the accessibility through an on-demand
option will reduce known problems such as information overload [7] and reac-
tance of a contrary recommendation [27] or even lead to requested explanations
being more valued and recognized instead of being considered as a general sig-
nal of competence [6,33]. Therefore, this study examines how the accessibility
of explanations—whether immediately displayed or only available on demand—
affects non-expert users’ willingness to rely on AI recommendations. This inves-
tigation contributes valuable insights into the nuanced dynamics of the non-
expert-AI collaboration, shedding light on factors that influence the request for
an explanation and highlighting the effects of on-demand explanations on the
human-AI interaction.
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2 Related Literature

Many organizations are actively integrating AI as a decision-support aid for their
employees due to its remarkable performance, which rivals human capabilities in
various tasks [24]. For instance, AI is being used in mobility [4], in medicine [31],
in human resources [32], or in finance [51]. Numerous studies have demonstrated
that overall performance increases when users receive an AI recommendation–
even when the recommendations are occasionally imperfect AI often improves
decision-making or performance [43,55,57]. Sometimes algorithms even surpass
human experts in complex tasks like surgery [40] or crime prediction [56]. Nev-
ertheless, the cooperation between humans and AI often fails to achieve optimal
outcomes and does not always work flawlessly. In practice, this has resulted in
discriminatory parole decisions, complications with surgical robots, and safety
hazards in self-driving cars [52]. Accordingly, biases and problems caused by algo-
rithms seem to be ubiquitous. As a result, handling AI technologies is becoming
an essential skill across all disciplines and industries [42].

This capability is becoming even more urgent as research recognizes that
highly precise models alone do not solve all these issues, as users often under-
perform the numerical certainties of the AI recommendation [13,43,57] and par-
tially exhibit resistance towards AI recommendations [19,30]. Additionally, the
increasing complexity of the systems makes it particularly difficult for end users
with a low level of technical expertise to work effectively with the systems [10].

To address these obstacles and encourage collaboration, many scholars ini-
tially expected that explanations would guide users in understanding AI predic-
tions, interpreting recommendations, and identifying instances of incorrect AI
reasoning [6,20]. Accordingly, developers, researchers, and policymakers called
for explanations to enhance the comprehensibility of AI systems [2,3,25]. As
a result, the XAI research field aims to provide insights into the “black box”
nature of an AI system and state why the system arrives at a particular decision
or recommendation to enable users to understand, appropriately rely on, and
effectively manage the system [3,29,38]. Thus, researchers started to develop
various strategies to explain AI models with the help of understandable texts
(e.g., counterfactual, deductive) or numbers (e.g., certainty measures) to fos-
ter humans’ capability for utilizing external information to adjust their reliance
[3,39]. While some researchers prefer numerical certainties as they sensitize the
user to AI errors, the collaborative performance of the user and AI usually falls
behind the displayed certainty measure of the AI recommendation and thus the
sole AI performance [23,39,43]. By contrast, others maintain that verbal expla-
nations simplify the process of forming a correct mental model of the AI and
are easier to comprehend, making them favored by users [18,38]. However, since
recent studies show ambiguous results regarding the utility of explanations for
decision-making, an even more fundamental issue remains as to whether expla-
nations of the system aid users in spotting erroneous recommendations or if these
explanations instead make correct and erroneous recommendations appear more
plausible [23,54].



Navigating Transparency 241

On the one side, several studies demonstrate various benefits of explanations,
such as improved transparency, increased decision quality, and enhanced reliance
[21,45,57]. On the other side, many studies reveal negative consequences of the
explanations presented, such as underreliance when it operates flawlessly and
overreliance when the AI performs poorly [13,16,23,33,55]. Accordingly, expla-
nations are difficult to design effectively as the system cannot identify incorrect
advice [10]. Therefore, it is the users’ responsibility to determine when to follow
the system’s recommendations [23]. Yet, users often do not thoroughly ana-
lyze the given explanations to distinguish between plausible and erroneous AI
suggestions but rather see them as a universal signal of competence [6,33]. To
avoid misjudgments, users must engage cognitively with the explanation, which
requires time and effort [9,10,28]. According to Kahnemann’s dual process the-
ory, users should think through the explanations analytically (system 2) instead
of applying feelings, intuitions, and decision-making heuristics (system 1) [17].
However, this is probably barely achievable in reality, as users might doubt the
overall benefit of the system if they are required to scrutinize every recommen-
dation. This cost-benefit ratio of cognitive efforts (costs) to perceived utility
(benefit) of an explanation needs consideration as users strategically navigate
the trade-off between the effort of manual verification of the task and the effort
to verify the explanation of the AI [10,53].

In other words, this implies that users consciously or subconsciously strate-
gically consider how much cognitive effort they invest in validating or even
acknowledging a directly displayed explanation. Consequently, in preventing
problems such as the perception of the explanation as a general signal of quality
[6,33], information overload [7], or reactance [27], this paper proposes to leave
the decision of demanding an explanation up to the user. Whereas many studies
attempted multiple approaches such as the type of explanation [18,38,43], the
context of the task [14,36], the personal factors [30,50], or the response time
[22,35,44] to assess the impact on reliance, far less consideration is devoted to
the effects of accessibility of an explanation. An initial study previously revealed
that, in contrast to a directly displayed explanation of an AI, the opportunity of
being able to demand an explanation increases the willingness of the decision-
maker to engage with the explanation cognitively and thus to evaluate it analyt-
ically and individually [9]. However, Buccinca et al. [9] do not consider whether
the user has actually requested an explanation or if certain users differ in their
demand for explanations. Moreover, their study focuses predominantly on intrin-
sic factors that influence the motivation to increase cognitive engagement with
the explanation and neglects the influences of the cost-benefit ratio.

Overall, my study explores what happens to the interaction dynamics
between a non-expert user and AI when the decision as to whether an addi-
tional explanation is required is entirely up to the user. Additionally, the study
investigates how this decision is being influenced by user-driven or contextual
factors (e.g., numerical uncertainties or financial incentives). This shift in con-
trol may alter interaction dynamics by empowering users to regulate the amount
of incoming information and determine when they desire or require additional
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clarification through an explanation. This study contributes to the research field
of XAI in multiple ways. Firstly, it examines non-expert user interactions with a
real AI-recommender system, a cooperation type increasingly relevant in prac-
tice but often neglected in theory. Secondly, it employs an experimental design
to empirically explore whether additional explanations are always considered
necessary by users and whether user-driven or contextual factors influence the
users’ request for an explanation. Thirdly, it systematically tests how the acces-
sibility of explanations—whether immediately displayed or only available on
demand—affects non-expert users’ perceived validity of correct and incorrect
recommendations.

3 Experiment

3.1 Experimental Design

Regarding the experimental design, this study builds upon the foundation laid
by Papenkordt et al. [43]. In the prior study, participants had to solve ten dif-
ferent classification tasks, aided by a specially developed AI. In each of the ten
classification tasks, participants had to assign an object to one of two groups.
The two groups consisted of three more or less related objects. The algorithm
supported the classification with an assignment recommendation. The AI used
is a class expression learning algorithm for the description logic ALC and was
trained on the DBpedia knowledge graph to detect class expressions that were
later verbalized manually to natural-language explanations. Thus, the AI always
provided numerical certainty and a short verbal explanation to justify its pro-
posed solution. Participants had the autonomy to accept or reject the AI’s rec-
ommendations, with feedback provided after each task. Correct answers were
rewarded with e0.40, culminating in a potential total reward of e4.00. To deter
participants from conducting a web search, they were given 30 s per task. As
soon as the time expired, the current task was classified as missing, and the
participants were automatically forwarded to the next task. To avoid timeouts,
participants were also given a sample task before the actual start of the experi-
ment. To maintain consistency between the groups, the order of the tasks stayed
the same.

However, this study diverges from Papenkordt et al. [43] by introducing a
novel element focused on exploring the factors influencing the desire for expla-
nations and the impact of an on-demand explanation on human-AI interaction.
Unlike the previous study, where explanations were provided by default, partici-
pants in this study had the opportunity to actively demand a verbal explanation
for a fee of e0.15. Participants were unable to achieve negative earnings. The on-
demand option focuses on verbal explanation, as descriptive explanations have
the advantage of directly providing a rationale for the recommendation and are
easier to process by users [18,38]. Thus, employing a between-subject design,
participants were randomly assigned to one of two treatment groups (Table 1).
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Table 1. Description of the treatment groups

No. Group description AI-Advice Form of explanation

1 Verb.Expl. (on demand) Yes Possibility to demand a
verbal explanation

2 Num.&Verb.Expl. (on demand) Yes Numerical certainty
displayed & possibility to
demand a verbal
explanation

In the first group, participants could demand a verbal explanation for each
AI recommendation. In the other group, the recommendations were already dis-
played in conjunction with their specific numerical certainties, with participants
still having the option to request a verbal explanation. During analysis, both
groups can be further categorized to determine the extent to which verbal expla-
nations were demanded within each group (Table 2).

Table 2. Description of the subdivided treatment groups

No. Group description AI-Advice Form of explanation

1a Verb.Expl. (no demand) Yes verbal explanation not
demanded

1b Verb.Expl. (demand) Yes verbal explanation
demanded

2a Num.&Verb.Expl. (no demand) Yes Numerical certainty
displayed & verbal
explanation not demanded

2b Num.&Verb.Expl. (demand) Yes Numerical certainty
displayed & verbal
explanation demanded

All participants were surveyed before the classification tasks. The question-
naire included demographic information, attitudes toward AI [48], and the fre-
quency of AI use. It was ensured that the participants were non-expert users and
that the AI performed better than humans but was not unflawed. Otherwise,
there would be no additional incentive for the human decision-maker to over- or
under-rely on the AI’s recommendation. Firstly, the classification tasks encom-
passed different domains, such as the classification of books, rivers, countries,
or politicians, maximizing the probability that the decisions were made under
high uncertainty. Second, the results of a baseline [43] validated this assumption
by demonstrating that the classification tasks could rarely be solved correctly
with certainty without the support of the AI, allowing the AI to improve per-
formance. Third, the misclassification of the AI in task 4 creates the possibility



244 J. Papenkordt

that humans over-rely on the AI recommendation. Therefore, the design allows
this study to explore the calibration of reliance and not exclusively concentrate
on increasing reliance as in many other experimental settings that investigate
human-AI interaction.

3.2 Data and Analysis

A total of 151 subjects took part in the study. The participants were divided
into two experimental groups (Appendix A, group 1&2). The mean age of the
participants of the experimental groups was 34.67 years (SD = 12.66), with
45.03% identifying as male, 54.30% identifying as female, and 0.66% as diverse.
On average, the participants achieved a reward of e2.05 (SD = 0.83) and needed
an average time of 10.72 (SD = 7.18) seconds per task. The frequency of AI use
in a week and the attitude towards AI were also controlled. Both experimental
groups do not differ considerably concerning these attributes. On average, the
participants in the separate groups use AI about four to five times a week and
have a more positive attitude towards AI (Mean = 0.98, SD = 0.553).

Before explaining the structure of the analysis, it is essential to emphasize
that the data are panel data. Therefore, a differentiation is made between time-
invariant variables (such as age or gender) and time-varying variables (such
as demanding a verbal explanation). Time-invariant variables help capture sta-
ble individual differences while time-varying variables account for changes that
occur within individuals or entities over time. This differentiation is crucial for
a nuanced understanding of the factors influencing the dependent variables.

The analysis is divided into two primary sections. The first main section
focuses on factors influencing the demands for verbal explanations. Therefore,
the analysis begins by examining the extent to which verbal explanations are
demanded by non-experts, comparing the two experimental groups. Addition-
ally, this part investigates whether personal or contextual factors influence the
decision for or against an explanation by exploring the influence of time-invariant
variables using ordered probit models and time-varying variables using probit
models.

The second part of the analysis assesses how the accessibility of
explanations—whether immediately displayed or only available on demand—
affects non-expert users’ decision-making process. Therefore, the data from
Papenkordt et al. [43] is consulted to conduct this analysis, to investigate whether
the direct display, the mere option (on demand), or the choice for or against
an explanation (no demand/demand) influences the decision-making process by
analyzing the effects on the time per task, user reliance on AI recommendations,
and the correctness of classifications. Consequently, this study systematically
tests whether displayed or on-demand explanations of AI systems indeed assist
non-expert users in making improved decisions.
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4 Results

4.1 Factors Influencing Verbal Explanation Demands

Verbal Explanation Demands by Non-Expert Users. Initially, I examine
the factors influencing the demand for verbal explanations. The analysis begins
by investigating the proportion of participants in both groups who demand ver-
bal explanations (Fig. 1). Therefore, the rate of demands for verbal explana-
tions in the treatment groups Num.&Verb.Expl. (on demand) and Verb.Expl. (on
demand) is analyzed.

Fig. 1. Trend of the number of demanded verbal explanations

The group without numerical explanations exhibits a significantly higher pro-
portion of verbal explanation demands (Fisher’s exact test: p < .01). In the group
with numerical explanations, verbal explanations were requested in 18.67% of
cases, compared to 26.71% in the group without numerical explanations. However,
in the majority of the classification tasks, no verbal explanations are requested at
all. Furthermore, there was a decrease after the AI error (task 4).

Characteristics of Non-Expert Users Demanding Verbal Explanations.
This section explores the characteristics of individuals who demanded a verbal
explanation. Participants in the group Num.&Verb.Expl. (on demand) are cate-
gorized into Num.&Verb.Expl. (demand) as soon as they request a single verbal
explanation. 49.33% of participants requested a verbal explanation at least once
in Num.&Verb.Expl. (on demand) and 50.00% in Verb.Expl. (on demand). This
indicates that approximately 50% of the participants in both groups refrained
from demanding any verbal explanation throughout the tasks.
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A comparison between the participants in Num.&Verb.Expl. (no demand)
and Num.&Verb.Expl. (demand) as well as Verb.Expl. (no demand) and
Verb.Expl. (demand), to explore the impact of AI experiences (attitude toward
AI, weekly use of AI) and demographic factors (gender, age, education) on the
decision to request a verbal explanation, show the following results: Specifically,
participants in Num.&Verb.Expl. (no demand) and Verb.Expl. (no demand) have
a lower education level (Fisher’s exact tests: p < .1)1 and a more negative atti-
tude toward AI (z = −2.057, p = 0.040, z = −2.963, p = 0.003). Additionally,
participants in Verb.Expl. (no demand) are significantly older (z = 2.304, p =
0.021). This nuanced insight into participant characteristics helps identify fac-
tors influencing the decision to demand a verbal explanation during AI recom-
mendation tasks.

Factors Influencing the Number of Demanded Verbal Explanations.
After assessing the decision to seek verbal explanations (yes/no), the analysis
turns to the factors influencing the actual number of demanded verbal explana-
tions. Thus, the focus is on participants who requested at least one verbal expla-
nation. Using ordered probit models to explore the impact of AI experiences and
demographic variables on the quantity of demanded verbal explanations (Table
3). As the independent variables attitudes toward AI and weekly use of AI cor-
relate, they were included in different models. The results highlight that only
the group membership significantly influences the number of demanded verbal
explanations. Subjects without directly displayed numerical certainties are sig-
nificantly more inclined to demand verbal explanations (models I and II). The
median indicates that subjects most frequently asked five times for a verbal
explanation in the group without a given numerical certainty and in the other
group four times.

Since the data is panel data, allowing each task to be considered indepen-
dently, the influence of time-varying variables on the number of demanded verbal
explanations is examined. These variables included perceived task difficulty, the
impact of AI recommendation error, and numerical certainty of AI recommen-
dations (task type). So, the three task types reflect the three actual numerical
certainties 66%, 83%, and 100% of the AI recommendations. The variable per-
ceived task difficulty is formed of the mean values of the correct classifications
per task from the baseline study. It serves as a proxy for the task’s difficulty.
Furthermore, the impact of the misclassification is modeled by a dummy variable
differentiating tasks before and after the recommendation error announcement.
It is relevant to emphasize that N in the table no longer represents the num-
ber of participants but the number of classification decisions (75 subjects x 10
tasks = 750 classifications). Two probit models were calculated for the inves-
tigation, as the variable task difficulty correlates with the variable task type.
The results, presented in Table 4, show that individuals in the group without

1 Since the exact list of all separately conducted group comparisons would be very
confusing–it is just remarked that the p-values for all comparisons were consistently
at least p < .1.
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Table 3. Between-variation analysis I

Dependent variable

No. of Demanded Verb.Expl.

I II

Gender (ref. =men) 0.105 0.183

(0.678) (0.469)

Age 0.013 0.017

(0.262) (0.118)

Education (ref. = no degree)

Secondary level 2 −0.460 −0.472

(0.269) (0.256)

University degree 0.342 0.338

(0.350) (0.355)

AI-Attitude -0.197

(0.158)

Weekly use of AI 0.065

(0.241)

Verb. Expl.(ref. = demand)

Num.&Verb. Expl.(demand) −0.648*** −0.677***

(0.009) (0.007)

N 75 75
***p < .01, **p < .05, *p < .1

directly displaying numerical explanations demanded significantly more verbal
explanations. Additionally, fewer explanations are requested for tasks perceived
as easier, as indicated by the effects of the variables task difficulty (model III)
and task type (model IV). However, no significant difference is perceived between
the 66% and 83% tasks, and the demand for verbal explanations did not decrease
significantly after the error.

Given the correlation between perceived task difficulty and task type, the
subsequent analysis focuses on a detailed examination of task types (Fig. 2).
In the cohort where numerical certainty of AI recommendations is directly dis-
played, tasks with higher numerical certainty exhibit a lower rate of demanded
verbal explanations. Notably, the rate of demanded verbal explanations is lower
for tasks with 100% certainty compared to the other two task types (Fisher’s
exact tests: p < .01)2. Despite this, it is noteworthy that verbal explanations
are still demanded in 12% of cases for tasks with a 100% numerical certainty.
Conversely, in the group where numerical certainty is not directly displayed, the
66% and 83% tasks show no significant difference in the rate of demanded verbal

2 Since the exact list of all separately conducted group comparisons would be very
confusing–it is just remarked that the p-values for all comparisons were consistently
at least p < .01.
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Table 4. Within variation analysis I

Dependent variable

No. of Demanded Verb.Expl.

III IV

Task difficulty −0.716**

(0.039)

Task type (ref. = num.cert. 66%)

83 % −0.079

(0.487)

100 % −0.453***

(0.001)

Impact of the error −0.083 −0.075

(0.539) (0.505)

Verb. Expl.(ref. = demand)

Num. & Verb. Expl.(demand) −0.404*** −0.406***

(0.000) (0.000)

Constant 0.478*** 0.299***

(0.001) (0.004)

N 750 750
***p < .01, **p < .05, *p < .1

Fig. 2. Rate of demanded verbal explanations per task type and group

explanations. Only in the 100% tasks is the rate of received verbal explanations
significantly lower than the other two task types (Fisher’s exact tests: p < .1)
(See footnote 1).
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4.2 Effects of Demanding a Verbal Explanation

After analyzing whether users demand an explanation and whether personal
or contextual factors influence the decision for or against an explanation, this
section focuses on the impact of the on-demand option on time, reliance, and per-
formance. Different group comparisons are made between groups with no expla-
nations, directly displayed explanations, and specifically demanded explanations
to quantify and contextualize the effects. These comparisons enable this study
to investigate whether influencing the accessibility of an explanation through an
on-demand option improves user decisions regarding the evaluation of correct
and incorrect recommendations.

For this purpose, the data from a prior study [43] are included in this anal-
ysis, expanding and enriching my results. In the study of Papenkordt et al.
[43], the participants were randomly assigned to one of four groups to investi-
gate the influence of numerical, verbal, or a combination of both explanations
on the performance and reliance in human-AI interaction. In the first group,
the participants only received the assignment recommendation of the AI (con-
trol group). In the second group, they additionally received the numerical cer-
tainty of the AI recommendation (Num.Expl. group), and the third group directly
received the verbal explanation of the AI recommendation (Verb.Expl. group).
The fourth and last group immediately received both explanations as well as
the AI’s assignment recommendation (Num.&Verb.Expl. group). Therefore, the
difference between the third and fourth groups of the prior study [43] and the
treatment groups involved in this experiment is whether the verbal explanation
is displayed directly or has to be actively demanded. To further emphasize the
compatibility of the two studies, controlling for demographic variables shows a
similar composition of the two samples (Appendix A). Thus, it can be observed
that the 322 participants in Papenkordt et al. [43] are also approximately equally
distributed across the four experimental groups (Appendix A, groups 3–6). The
average age of the sample is 31 years and shows a slight surplus of female par-
ticipants (57.45%). Furthermore, the positive attitudes toward AI (M = 0.973)
and the frequency of AI use (3–4 times a week) are similar to this study. Finally,
these characteristics are practically balanced among the four groups. Therefore,
no substantial differences in the composition of the groups can be identified, and
the data will be considered jointly in this analysis.

Effects of Demanding a Verbal Explanation on the Time per Task.
When analyzing the time per task across the different groups (Appendix A),
it becomes evident that the two groups with directly displayed verbal explana-
tions need significantly more time compared to other groups (Mann-Whitney-
U-Tests:p < .01) (See footnote 2). When considering the instances where a
verbal explanation is demanded, the Verb.Expl. (on demand) group, when not
requesting a verbal explanation, takes an average of 9.40 s (SD = 6.87) for
a decision, contrasting with 17.18 s (SD = 6.89) when demanding one. Sim-
ilarly, the Num.&Verb.Expl. (on demand) group requires 9.19 s (SD = 6.30)
without a verbal explanation and 13.62 s (SD = 6.52) with one. Groups with
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a verbal explanation (directly displayed or demanded) need significantly more
decision time compared to the others (Mann-Whitney-U-Tests: p < .01) (See
footnote 2). Moreover, when comparing the four groups with verbal explana-
tions, the Verb.Expl. (demand) group requires significantly more time per task
than the other three (Mann-Whitney-U-Tests: p < .01) (See footnote 2), while
the Num.&Verb.Expl. (demand) group requires significantly less time (Mann-
Whitney-U-Tests: p < .01) (See footnote 2).

Effects of Demanding a Verbal Explanation on Reliance. To investigate
the effect of the treatments on reliance, the rate of participants following the
AI recommendation is determined (Fig. 3). All groups, regardless of the type of
explanation, differ significantly from the control group in terms of overall reliance
on the AI recommendation (Fisher’s exact tests: p < .1) (See footnote 1). More
transparency of the AI recommendation–as achieved through numerical certainty
or verbal explanations–therefore always seems to lead to a significant increase in
reliance. Additionally, groups with directly displayed verbal explanations differ
significantly from their counterparts with on-demand options (Fisher’s exact
tests: p < .01) (See footnote 2).

Fig. 3. Rate of reliance overall tasks per group

For a comprehensive analysis, it is investigated whether other independent
variables affect reliance. Thus, the influence of the time-invariant variables on
reliance is explored using two ordered probit models (Appendix B, model V &
VI). When analyzing the effects of demographic variables (age, gender, and edu-
cation) on reliance (models V & VI), age significantly negatively affects reliance,
while increasing education positively impacts it. Moreover, the attitude toward
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AI (model V) and weekly use of AI (model VI) also significantly positively influ-
ence reliance. When focusing on the treatment effects, each group with some
explanation shows significantly higher reliance than the control group, except
the Num.Expl. group in model V.

The next step is to check how the actual request of a verbal explanation for a
classification decision affects reliance (Fig. 4). This entails redividing the groups
Verb.Expl. (on demand) and Num.&Verb.Expl. (on demand) again. The results
demonstrate that the mere option of a verbal explanation does not significantly
influence the reliance rate on the AI recommendation. This is evident from the
fact that the control group and the Verb. Expl. (no demand) as well as the groups
Num. Expl. and Num.&Verb.Expl. (no demand) do not differ significantly in
the reliance rate. The groups do not differ in transparency, as the option of a
verbal explanation was not requested during the decision. Additionally, the rate
of reliance in the groups without a requested verbal explanation is significantly
lower than in the respective groups in which the verbal explanation was displayed
directly or requested specifically (Fishers’s exact tests: p < .05)3.

Fig. 4. Rate of reliance overall tasks per subdivided group

In this section, for the benefit of extensive analysis, models IX and X
(AppendixC) are used to investigate the effects of time-varying factors on the
reliance. The total number of classification decisions included in the models
amounts to 4,585 decisions, as the time limit was exceeded for 145 classifications.
Since the participants were then forwarded to the next task without making a

3 Since the exact list of all separately conducted group comparisons would be very
confusing–it is just remarked that the p-values for all comparisons were consistently
at least p < .05.
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decision, these classifications were not considered. Notably, more missing deci-
sions occur in groups with a verbal explanation (Fishers’s exact test: p < .01)
(See footnote 2), irrespective of whether the verbal explanation is requested or
displayed. The result reveals that the task difficulty (model IX) and the task
type of 100% (model X) have a significant influence on the reliance. Addition-
ally, the treatment effects on reliance demonstrate that all treatments, except
for the Verb.Expl. (no demand) group, significantly influence reliance compared
to the control group. It is also noticeable that misclassification, modeled by a
dummy variable for task 4, does not significantly influence the reliance (model
IX & X).

Effects of Demanding a Verbal Explanation on the Correct Classifica-
tions. Given that disparities between correct classifications and reliance on the
AI recommendation are confined to overreliance during the misclassification, the
subsequent analysis focuses on the correct classification during task 4 (Fig. 5).
During the error of the AI, the control (Fishers’s exact tests: p < .05) (See foot-
note 3) and the Num.Expl. (Fishers’s exact tests: p < .1) (See footnote 1) group
show significantly higher rates of correct classifications than all other groups
except for the Verb.Expl. (on demand) group. Furthermore, in task 4, there is no
significant difference between groups with directly displayed verbal explanations
and those with the possibility of demanding one. The impact of the participants’
fixed effects on the total number of correct classifications (Appendix B, model
VII & VIII) are only briefly considered, as the variables have a similar influence
as with the reliance. Only the effects of the treatment groups differ, which is
why the treatment effects are discussed in more detail in the following section.

Fig. 5. Rate of correct classifications per group during the error
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Thus, it is analyzed how the actual demand of a verbal explanation for a
classification decision affects the correctness (Fig. 6). The rate of correct classi-
fications during the AI error is significantly higher when participants lack any
explanation opportunity (Fishers’s exact tests: p < .1) (See footnote 1) or are
only shown numerical certainty (Fishers’s exact tests: p < .1) (See footnote 1),
compared to other groups except for Verb.Expl. (no demand). Focusing on the
four groups with an AI recommendation and a given numerical certainty, task 4
is significantly solved correctly more often when only the numerical explanation
is displayed (Fishers’s exact tests: p < .1) (See footnote 1).

Similarly, among the groups without numerical certainty, the group relying
solely on the recommendation makes correct classifications significantly more
often than those with a displayed or requested verbal explanation (Fishers’s exact
tests: p < .05) (See footnote 3). The non-perceived option of a verbal explana-
tion does not lead to a significant difference in the correct error classification
compared to the three groups. In summary, increased transparency therefore
does not necessarily seem to lead to a better decision during the error. Including
the within-analysis (Appendix C, model XI & XII), however, it should be noted
that the display of a numerical certainty, the direct display or request for a ver-
bal explanation, or a combination of both have a significant positive effect on
the total number of correct classifications made compared to the control group.
Notably, only the two groups in which no verbal explanation is demanded do
not differ significantly from the control group in terms of correct classifications.
The other effects of the time-varying variables on the correct classifications are
similar to those of the reliance, except for the effects of misclassification.

Fig. 6. Rate of correct classifications per subdivided group during the error
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5 Discussion

The presented study addresses the ongoing debate surrounding the effective-
ness of explanations in AI systems, particularly in assisting non-expert users in
identifying erroneous recommendations and assessing the perceived validity of
recommendations. Building on insights from an experimental study, this paper
provides a deeper understanding of how the accessibility of a verbal explanation
influences the interaction between non-expert users and AI. By doing so, this
study contributes to the research field of XAI in multiple ways.

First, this study extends current research on the underexplored collaboration
of non-expert users and AI [37,41] by foregrounding the non-expert users’ inter-
action with a real AI-recommender system during binary decisions. Although AI
technologies are becoming commonplace in various domains [42] and the growing
complexity of systems complicates collaboration [10], especially for non-expert
users, these users are neglected when discussing AI explanations [1,38]. In par-
ticular, this study can be used as a template for binary decisions, which are
often made with the help of AI models in practice [5]. For example, non-expert
AI users have to decide whether to invite a candidate to an interview during
the hiring process. Consequently, even in binary decision settings, maximizing
AI system performance is paramount, as errors stemming from persuasive but
misleading explanations could potentially undermine the trustworthiness and
utility of these systems [23]. This is especially critical for case-based reasoning
systems that update their rules and heuristics with user data, as neglecting this
can lead to a mutual confirmation bias [23]. Thus, consistent with prior studies,
an initial observation of the results makes it apparent that although explana-
tions have a positive effect on overall performance [47,49,55], the user performed
worse than the AI model alone [13,57]. This can be explained by the fact that
users under-rely when the AI recommendation is correct and over-rely when it is
not [13,16,23,33,55]. This finding supports the assumption that when displayed
directly, explanations do not hinder users from recognizing them as a general sig-
nal of competence [6,33]. Before considering the effects of the on-demand option
on reliance, the essential question to be addressed is whether this option is used.

Second, this analysis is one of the first to delve into the factors affecting non-
expert users’ requests for verbal explanations and the frequency of such requests.
Remarkably, the results reveal that many participants even refrain from asking
for a verbal explanation, even though their performance significantly improves
with a requested explanation. On the one hand, this confirms the assumption of
Bunt et al. [10] that many users often do not require an additional explanation,
whereas, on the other hand, explanations consistently improve overall perfor-
mance, thereby contradicting their argument that an explanation reduces the
perceived benefit. Further research should be conducted to determine whether
these results apply to high-stakes decisions, as this will undoubtedly have a
knock-on effect on the perceived cost-benefit structure. By examining what type
of user requests an explanation, it turns out that the participants’ education
level and attitude towards AI significantly influence the decision to request a
single explanation. Thus, this finding suggests that the common demand for an
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explanation is influenced more by personal characteristics than by the perceived
difficulty of the task. Buccinca et al. [9] demonstrate that certain user groups
enjoy engaging in cognitively demanding activities, have a higher intrinsic moti-
vation, and thus benefit more from the on-demand condition. On the other hand,
the number of explanations requested is influenced less by personal character-
istics but rather by the perceived difficulty of the task. In addition, the study
shows that the presence of numerical certainty in AI recommendations signifi-
cantly reduced the likelihood of requesting verbal explanations. These findings
confirm that the request for an explanation depends on the manual verification of
the task and the effort to verify the explanation [53]. However, users often seem
to struggle when optimizing this cost-benefit trade-off and making the strategic
right decision. Thus, although the analysis shows that when the numerical cer-
tainty of AI recommendations is present, tasks with higher numerical certainty
exhibit a lower rate of requested verbal explanations, there is no significant dif-
ference between the tasks with a 66% or 83% numerical certainty. In this context,
it is noteworthy that verbal explanations are still requested in 12% of cases for
tasks with a numerical confidence of 100%. These user behaviors contradict the
idea that requesting an explanation seems to be a strategic decision, as other-
wise, it would have been most convenient to follow the AI’s recommendation or
only request an explanation when the AI’s recommendations are uncertain.

Third, this study contributes to the literature by exploring how the acces-
sibility of explanations discourages users from forming decision heuristics and
encourages cognitive engagement with the explanations. The active, voluntary
demand and associated costs are intended to ensure that users have a heightened
intrinsic and extrinsic motivation to analyze the explanation thoroughly. Con-
sidering Kahnemann’s dual process theory [17], a longer processing time reflects
more analytical and effortful mental activities, whereas shorter times indicate
the use of heuristics and intuition for decision-making. Furthermore, the first
empirical studies already exist that successfully apply the dual process theory to
human-machine interaction to consider the thinking of users when collaborating
with AI [35]. On the one hand, my analysis shows that the actual request for
an explanation significantly increases the time to classification in contrast to
when the explanation is not requested, which speaks in favor of increased ana-
lytical and explicit thinking. On the other hand, the explicit request does not
differ in terms of time from the groups in which the explanation was displayed
directly. This contradicts the assumption that a demanded explanation is more
valued and respected than a constantly displayed explanation. Additionally, the
results of Buccinca et al. [9] cannot be confirmed at the on-demand level. The
on-demand option does not significantly reduce overreliance during the error
compared to the direct explanations. Secondly, the underreliance is significantly
lower for the on-demand option than the counterparts. Nevertheless, the analysis
demonstrates that the mere option of an explanation is not perceived as such a
signal of AI competence, as the simple option of an additional explanation has
no significant impact on the rate of reliance on the recommendation. One reason
for the mixed results might be that this AI completes 90% (instead of 75% [9])
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of the tasks correctly, making it particularly difficult for the user to identify the
case in which the AI is wrong. Therefore, further research is needed to inves-
tigate the impact of the accessibility of an explanation during the human-AI
interaction.

6 Conclusion

In conclusion, this study delves into the complex dynamics of human-AI collabo-
ration, focusing on the effectiveness of explanations in assisting non-expert users
in navigating AI recommendations. Drawing on insights from an experimental
study, this paper provides valuable insights into the nuanced dynamics of human-
AI collaboration by investigating the influence of explanation accessibility on
user behavior during decision-making. The findings reveal that while explana-
tions enhance decision-making performance, many non-expert users refrain from
requesting explanations, even when their performance significantly improves
with additional clarification. While the common demand for an explanation is
influenced strongly by personal characteristics, the number of demanded expla-
nations depends more on contextual factors, confirming that users trade off per-
ceived benefits and costs. Moreover, in contrast to an initial study, the study
provides mixed results, suggesting that further research will be required on the
impact of an on-demand option. To the best of my knowledge, no empirical
results examine the effects of the actual demand for an explanation when an on-
demand option is offered. While the active demand for explanations increases
cognitive engagement, it does not necessarily lead to a significant reduction
in overreliance or underreliance compared to directly displayed explanations.
By uncovering the role of accessibility of an explanation, this study offers new
insights into the complex interplay between non-expert users and AI.

Acknowledgements. This research is funded by the German Federal Ministry of
Education and Research (BMBF) within the “The Future of Value Creation - Research
on Production, Services and Work” program (02L19C115). The author is responsible
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A Composition of the Experimental Groups

See Tables 5, 6 and 7.

Table 5. Summary statistics of the experimental groups

No. Variable Percentage Mean Std.Dev. Min Max N

1 Verb.Expl.(on demand) 76

Gender (ref. = men) 50.00 38

Age 34.86 13.31 16 77 76

Profit (in e) 1.96 .761 0 4 76

Avg. time per task (in sec.) 11.45 7.68 1 30 752

2 Num.&Verb.Expl.(on demand) 75

Gender (ref. = men) 40.00 30

Age 34.48 12.05 18 62 75

Profit (in e) 2.13 .895 0 4 75

Avg. time per task (in sec.) 9.97 6.56 1 30 729

3 Control group 73

Gender (ref. = men) 46.58 34

Age 33.71 13.80 14 79 73

Profit (in e) 2.26 .691 0 4 73

Avg. time per task (in sec.) 9.88 6.70 1 30 714

4 Num.Expl. 82

Gender (ref. = men) 45.12 37

Age 32.15 13.26 18 68 82

Profit (in e) 2.46 .695 0 3.6 82

Avg. time per task (in sec.) 10.15 6.37 1 29 816

5 Verb.Expl. 83

Gender (ref. = men) 39.76 33

Age 28.70 8.58 20 57 83

Profit (in e) 2.46 .683 0.8 3.6 83

Avg. time per task (in sec.) 15.22 6.39 1 30 785

6 Num.&Verb.Expl. 84

Gender (ref. = men) 38.10 32

Age 28.38 7.82 17 60 84

Profit (in e) 2.80 .572 1.6 4 84

Avg. time per task (in sec.) 15.48 6.44 2 30 799
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B Between-Treatment Variation

Table 6. Between-variation analysis II

Dependent variable

Reliance Correct class.

V VI VII VIII

Gender (ref. = men) −0.048 −0.064 −0.129 −0.136

(0.631) (0.513) (0.192) (0.162)

Age -0.015*** −0.016*** −0.013*** −0.014***

(0.001) (0.000) (0.004) (0.001)

Education (ref. = no degree)

Secondary level 1 0.440* 0.442* 0.415* 0.412*

(0.065) (0.064) (0.081) (0.083)

Secondary level 2 0.439* 0.444* 0.316 0.316

(0.063) (0.060) (0.179) (0.178)

University degree 0.637*** 0.662*** 0.531** 0.544**

(0.005) (0.004) (0.019) (0.016)

AI-Attitude 0.112** 0.091*

(0.032) (0.084)

Weekly use of AI 0.053*** 0.053***

(0.009) (0.009)

Treatment (ref. = Control)

Num. & Verb. Expl. 0.911*** 0.980*** 0.720*** 0.789***

(0.000) (0.000) (0.000) (0.000)

Num. & Verb. Expl. (on demand) 0.407** 0.401** 0.237 0.228

(0.016) (0.018) (0.161) (0.177)

Verb. Expl. 0.303* 0.378** 0.150 0.225

(0.067) (0.025) (0.366) (0.183)

Verb. Expl. (on demand) 0.306* 0.304* 0.166 0.163

(0.066) (0.068) (0.319) (0.328)

Num. Expl. 0.268 0.277* 0.271* 0.283*

(0.103) (0.092) (0.099) (0.086)

N 473 473 473 473
***p < .01, **p < .05, *p < .1
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C Within-Treatment Variation

Table 7. Within variation analysis II

Dependent variable

Reliance Correct class.

IX X XI XII

Task difficulty 1.242*** 1.227***

(0.000) (0.000)

task type (ref. = num.cert. 66%)

83 % 0.004 −0.003

(0.933) (0.956)

100 % 0.427*** 0.423***

(0.000) (0.000)

Error of AI 0.000 0.112 −0.833*** −0.723***

(0.999) (0.130) (0.000) (0.000)

Treatment (ref. = Control)

Num. & Verb. Expl. 0.638*** 0.632*** 0.483*** 0.479***

(0.000) (0.000) (0.000) (0.000)

Num. & Verb. Expl.(no demand) 0.148** 0.149** 0.051 0.053

(0.038) (0.036) (0.479) (0.461)

Num. & Verb. Expl.(demand) 0.521*** 0.515*** 0.367*** 0.362***

(0.000) (0.000) (0.004) (0.005)

Verb. Expl. 0.289*** 0.291*** 0.192*** 0.195***

(0.000) (0.000) (0.005) (0.004)

Verb. Expl.(no demand) −0.013 −0.010 −0.050 −0.048

(0.861) (0.885) (0.489) (0.510)

Verb. Expl.(demand) 0.487*** 0.489*** 0.321*** 0.324***

(0.000) (0.000) (0.003) (0.002)

Num. Expl. 0.118* 0.120* 0.111* 0.112*

(0.073) (0.069) (0.095) (0.089)

Constant −0.374*** 0.074 −0.297*** 0.145**

(0.000) (0.224) (0.000) (0.017)

N 4,585 4,585 4,585 4,585
***p < .01, **p < .05, *p < .1
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Abstract. There is a variety of methods focused on interpreting and
explaining predictions obtained using neural networks, however, most of
these methods are intended for experts in the field of machine learning
and artificial intelligence, and not for domain experts. Ontology-based
explanation methods aim to address this issue, exploiting the rationale
that presenting explanations in terms of the problem domain, accessible
and understandable to the human expert, can improve the understand-
ability of explanations. However, very few studies examine real effects
of ontology-based explanations and their perception by humans. On the
other hand, it is widely recognized that experimental evaluation of expla-
nation techniques is highly important and increasingly attracts attention
of both AI and HCI communities. In this paper, we explore users’ inter-
action with ontology-based explanations of neural networks in order to a)
check if such explanations simplify the task of decision-maker, b) assess
and compare various forms of ontology-based explanations. We collect
both objective performance metrics (i.e., decision time and accuracy) as
well as subjective ones (via questionnaire). Our study has shown that
ontology-based explanations can improve decision-makers performance,
however, complex logical explanations not always better than simple indi-
cation of the key concepts influencing the model output.

Keywords: XAI · Explainable AI · Ontology · Ontology-Based
Explanations · User Study · Machine Learning · Neural Networks

1 Introduction

One of the significant drawbacks of the neural network approach to AI in deci-
sion making is that the result of the neural network not always can be easily
interpreted and explained. Explainable AI (or, XAI) is currently a hot topic
and a variety of methods have been proposed that are focused on interpreting
and explaining predictions obtained using neural networks (see, for example,
review [5]).

However, most of these methods are intended for experts in the field of
machine learning and artificial intelligence, and not for domain experts [12].
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Ontology-based explanation methods aim to address this issue, exploiting the
rationale that presenting explanations in terms of the problem domain, accessi-
ble and understandable to the human expert, can improve the understandability
of explanations (e.g., [3,4,7]).

Research efforts in the area of ontology-based explanations are mostly focused
on the algorithmic side of the problem – i.e., on the developing of new methods
and algorithms for providing ontology-based explanations and/or on the aligning
ontology concepts and deep neural representations. Very few studies examine real
effects of ontology-based explanations and their perception by humans (see [6] for
a rare exemption). On the other hand, it is widely recognized that experimental
evaluation of explanation techniques is highly important and nowadays attracts
attention of both AI and HCI communities [15,18,23].

In this paper, we explore users’ interaction with ontology-based explanations
of neural networks in order to address two questions:

1. Do ontology-based explanations of a neural network simplify the task of the
decision-maker?

2. Do various forms of ontology-based explanations differ in understandability
and ease-of-use? If yes, what features contribute to it and what form is better
for the users?

The first question aims to evaluate an intuition that leveraging domain con-
cepts helps the decision-maker (e.g., by providing easy to understand cues). The
second one can give a direction to adjust explanations. If certain ontology prop-
erties significantly influence the understandability of explanations, then one can
make optimize explanations in order to make them more understandable. In
this sense, our research is well-aligned with [11], setting a research agenda in
interpretability, as we perform human evaluation with a goal of finding some
proxy characteristics of presentation allowing to estimate usefulness of potential
explanations without user studies.

To answer the questions we perform a user study, in which the participants
were presented classification tasks occasionally accompanied with different forms
of ontology-based explanations. We collected both objective performance char-
acteristics (i.e., decision time and accuracy) as well as subjective ones (via ques-
tionnaire).

The rest of paper is structured as follows. In Sect. 2 we describe related
work, Sect. 3 introduces experimental setup, including experiment methodology
and the software we used to collect the data. Section 4 describes the experiment
results.

2 Related Work

There are two lines of research, particularly related to this paper. The first line is
dedicated to ontology-based explanation techniques for neural networks per se,
the second line is more in the domain of HCI and is dedicated to investigating
the effect of different forms of explanations on the end user. In this section, we
briefly describe relevant results from the both lines of research.
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2.1 Ontology-Based Explanations

Most of the explanation techniques are not oriented on using ontologies [5],
however, several methods have been proposed to use ontologies for neural net-
works explanations. And the main rationale of these methods is to connect the
explanation to the concepts familiar to the user (and defined in some domain
ontology).

There are ontology-based methods representing various approaches to neural
networks explainability: both self-explainable neural models and post-hoc.

Ontology-oriented self-explainable models, as a rule, assume that each of
the ontology concepts that will participate in the formation of explanations is
assigned a separate neuron [3,4,24]. In most cases, this neuron is one of the out-
put neurons of the network, that is, the set of outputs of the neural network is
complemented by many ontology concepts relevant to the example, and the neu-
ral network predicts not only the class of the example, but also provides a set of
logical values that can be used by the machine logical inference when construct-
ing explanations. In some cases, the prediction of the target variable is generally
generated by an inference engine (either full-featured or simplified [4]) or a lin-
ear model over the outputs of a neural network, ensuring strict correspondence
between the prediction itself and its explanation. Concepts can also correspond
to internal neurons of the network – for example, in [3], ontology concepts are
ordered by level of generality and distributed across layers of a fully connected
neural network depending on this level.

Post-hoc methods are aimed at explaining existing models that are trained
without specific requirements for explainability, such methods can potentially
be applied to any existing neural network. Most post-hoc methods are based on
approximating the neural network with a more interpretable model (for example,
a decision tree). Ontologies (and the properties of certain concepts) can be used
both during the formation of the tree itself [7], and during the training the
approximating model [19]. An alternative way of post-hoc explanation of neural
network predictions is to establish correspondence between relevance of ontology
concepts to the input sample of the network and the activations of hidden layers
of the network [10].

From the point of view of this paper, the most important aspect of the
ontology-based explanation is not how it is created, but its representation, or
its conceptual model. According to this, we can identify two main approaches of
representing ontology-based explanations:

1. Attributive explanation. Such explanation just highlight relevance of some
ontology concepts to the model output. This relevance can stem either from
semantically-loaded input features (corresponding to concepts) [17], or from
semantically-loaded output layer of the network (followed by, e.g., logistic
regression) [8].

2. Logical explanation. Such explanation shows a fragment of logical inference
how the target class can be deduced from the set of concepts. Logical expla-
nation is used, e.g., in [10].
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In this paper, we compare the understandability of explanations built using
these two approaches.

2.2 Experimental Evaluation of Explanations

There are two basic approaches to formalize and evaluate model interpretability
in user studies:

1. Through simulability, the ability of a user – regardless of the computing device
– to execute a model and obtain the correct result [16].

2. “What if” explainability, understood as a user’s ability to determine the effect
of a small perturbation of the model’s input data on its result [22].

There is a fairly large number of studies in which experiments are conducted
with people to assess the quality of explanations. Paper [14] compares different
models – decision tables, trees and rules – without taking into account accuracy,
only on the basis of ease of interpretation. Ease of interpretation is measured by
response time, confidence in response, and ease of use.

Paper [21] also studies different models (with different numbers of features,
transparent and not) and records how different combinations of such features
affect human prediction of model results. Transparent models with fewer features
have been shown to be easier to understand and more trustworthy.

In [23], the interpretability of models is examined based on two definitions:
simulability (the ability of a user to predict the output of a model given a
known input) and local “what if” scenarios (the ability to predict changes in
a model’s output from a change in input). The authors examine the explain-
ability of decision trees, logistic regression, and crowdsourced neural networks,
evaluating response accuracy and task completion times on different datasets
and different types of models. The authors intentionally used synthetic data to
remove the user domain knowledge from the experiment that could facilitate
interpretation of the models.

In this paper, we use approach akin to simulatability, asking users to follow
logical definition, using various concept-based cues.

3 Experiment Setup

This section describes types of tasks presented to the participants of the user
study, software we used to collect the data, as well as the whole procedure.

3.1 Experiment Overview

In this paper, we examine two types of ontology-based explanations: attributive
and logical.

Attributive explanations simply highlight concepts relevant to the model out-
put that significantly influenced the network result (Fig. 1). Such explanations
can be provided by neural networks enriched by semantically-loaded features
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Fig. 1. Example of an attributive explanation.

Fig. 2. Example of a logical explanation.

(e.g. [8,17]). Conceptually, the simplest form of such explanations is a barplot,
on which x-axis correspond to some human-understandable domain concepts. As
for y-axis, there are multiple choices (these plots look the same, but can carry
different semantics) – it be relevance of the respective concept to the processed
sample, or it can be some measure of influence of the respective concept to the
target (e.g., SHAP value). In this paper, we consider the former case.

Logical explanations are represented as fragments of ontological inference,
i.e., “the instance is classified as class C, because it is relevant to classes A
and B (and C is defined as their intersection), and it is relevant to A, because
it is relevant to D (and A is defined to be union of D and F)” (Fig. 2). Such
explanations can be provided both by post-hoc explanation methods (e.g., [10,
20]) and certain kinds of self-explainable neuro-symbolic architectures, splitting
the prediction task to concept extraction followed by logical inference (e.g., [2,4]).

During the experiment the participants are given a sequence of classification
tasks. Each such task contains an image, a set of possible labels (classes), defined
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Fig. 3. Sample images from the XTRAINS dataset [9].

by the dataset, and might also contain an explanation (one of two kinds). There
are also tasks without explanations.

To objectively characterize explanations, we collected average time per task
and the number of errors (misclassifications).

After completing all the tasks, the participants filled in a questionnaire,
related to subjective perception of these stages, their comparative difficulty and
their attitude to the perspectives of ontology-based explanations in general.

3.2 Dataset

To create tasks, we use Explainable Abstract Trains Dataset (XTRAINS) [9],
designed for study of explainable AI. It is a large (500 000 instances) dataset of
images 152× 152, depicting drawings of trains (Fig. 3).

Every train is made up of a locomotive and one to five wagons. These wagons
come in various types, identifiable by their visual characteristics such as length,
shape of walls and roof, and the number of wheels. Moreover, each wagon can
transport a certain load, represented by a set of geometrical shapes drawn inside
it. Overall, the description of each train includes details about its wagons (their
types and loads), the size of its wheels, the spacing between the wagons, as well
as the train’s position and angle.

The dataset is accompanied by an ontology, introducing certain classes of
trains/wagons and providing formal definition of some of these classes. A subset
of this ontology is shown in Fig. 4. Some of the ontology concepts correspond
directly to visual appearance of a wagon, e.g. EmptyWagon is a wagon that do
not carry any load (no geometric symbols inside wagon representation). Other
concepts have logical definitions in terms of the ontology. Train types are typi-
cally defined using role “has” that establishes a connection between a train and a
wagon. E.g., EmptyTrain is defined as a train that can have only empty wagons
and locomotive and must have at least one empty wagon.

The ontology also introduces three artificial concepts (TypeA, TypeB, and
TypeC) to serve as the target of the neural network. These concepts are defined
via other ontology concepts. It models a situation when a network is trained on
some complex target that, however, can be logically expressed via other domain
concepts.

Each image of the dataset is annotated with binary attributes, corresponding
to ontology concepts. Therefore, for each image not only target label is known
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Fig. 4. Fragment of the ontology.

(e.g., whether it belongs to TypeA or not), but also relation to all ontology
concepts, which allows one to train and verify concept extraction models.

In this study, each classification task given to the user contains one image
from the dataset and a user has to perform a multi-label classification, checking
if the train in the image belongs to each of three artificial classes – TypeA,
TypeB, and TypeC.

3.3 Used Software

To perform the experiment we implemented a web application to show tasks
(as well as explanations) to the participants and collect responses. It also pro-
vides some assistance to simplify the task for the participant. In particular, in
the welcome screen it displays detailed definition of each ontology concept with
examples of respective images. It can also display brief concept definitions in an
on-demand fashion.

The web application for ontology-based explanations was implemented using
various tools and technologies on both the client side and the server side.
JavaScript is used for dynamic interactivity and data visualization on the client
side. CSS language is used to style web pages, making them more user-friendly.
Interactive charting is carried out using the Chart.js library.

The server side of the software layout is implemented in Python using the
Django web framework, which, following the Model-View-Controller pattern,
handles requests, interacts with the database, and provides data to the client
side. The Django template engine is used to generate dynamic HTML pages
on the server. When a request arrives at the server, Django uses the template
engine to generate an HTML page based on the templates and data passed from
Django’s views.

Communication between the client and server is carried out through HTTP
requests and APIs. The JSON data format is used to exchange data between
the client and server. Sending HTTP requests and receiving responses from the
server is done using the Fetch API.

The formation of ontology-oriented explanations is carried out on the server
side using the RevelioNN library [1]. The resulting logic explanations, as well
as the concepts and probabilities extracted using the tools in this library, are
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transferred in JSON format for generating logic explanation diagrams and texts
on the client side.

3.4 Methodology

The experiment involved 28 students of a higher educational institution aged
from 20 to 24 years.

Each participant was asked to complete 48 tasks to classify trains. The num-
ber of tasks without explanations, as well as with each type of explanation, was
16 for each case. The samples for classification were selected in such a way that 6
instances were presented for each combination of train labels. The samples were
distributed evenly, i.e. an equal number of samples with trains of each parameter
combination were presented in each type of task (i.e., 6 that are not belong to
any of the types, 6 belonging only to TypeA, 6 – to TypeB only, etc.). Tasks
with different types of explanations were shown to users in random order.

The study consisted of three stages:

1. Introduction. During this stage, users were asked to familiarize themselves
with the description of the subject area, to understand the features of each
type of wagon, and what combinations of wagons define a particular type of
train. The details of the experiment, such as the number of questions, etc.,
were also considered.

2. Classification. At this stage, users directly carried out the classification of the
presented trains. At the same time, the decision time and the user’s response
were saved for each question.

3. Questionnaire. After classifying all the samples, users were offered a question-
naire, the purpose of which was to elicit subjective evaluations – which type
of explanation was easier to understand, as well as which turned out to be
the most useful for decision-making.

The questionnaire included questions related to the assessment of the sub-
jective complexity of classification when using each of the types of explanations.
The subjective complexity of the classification was measured on a scale from 1 to
7, where 1 corresponds to low complexity and 7 to high complexity. In addition,
a question was included about how users used the explanations provided.

For a multi-criteria assessment of the quality of each type of explanation, we
used the Explanation Satisfaction Scale proposed in [13]. Users were asked to
evaluate each type of explanation on various aspects.

4 Experiment Results

The data obtained during the experiment were analyzed for the presence of
participants who treated the study in bad faith. So, 8 people were excluded due
to the fact that their decision time was beyond reasonable limits and/or very
few correct answers were given, which indicates that these participants did not
understand the instructions or did not exert reasonable effort. Thus, 20 people
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were selected for further research. Single decision time outliers of more than 200 s
were also removed.

As noted earlier, the user’s response and decision time were recorded for each
question. It was found that, on average, the first 5 questions take users more time
and effort, as they practice various types of questions and explanations. Thus,
the parameters of the distribution of objective metrics were calculated, taking
into account this factor (see Table 1). It can be seen that answering questions
with explanations takes noticeably less time, while accuracy (number of correct
answers) is higher.

Classification with attributive explanations takes less time than with logi-
cal ones in most cases due to the fact that attributive explanations are more
interactive and visual (see Fig. 5 on the left). However, it can be seen that the
decision time without considering the first 5 questions of each type for attribu-
tive explanations turns out to be comparable to the time for logical explanations.
At the same time, logical explanations are more meaningful and focus the user’s
attention on the sequence of reasoning leading to the correct classification result,
and thereby reduce the likelihood of making a wrong decision (see Fig. 5 on the
right). In addition, if we do not take into account the first 5 questions, then for
questions with explanations, the median accuracy is 1.0.

Among the subjective metrics, the subjective complexity of the classification
was considered, which was measured on a scale from 1 to 7, where 1 corresponds
to low complexity and 7 to high. The results obtained indicate that the greatest
difficulty is expected to be caused by classification without explanation (see
Fig. 6 on the left). Attributive explanations turn out to be more understandable
to the user than logical ones, and, accordingly, they practically do not cause
difficulties in classification. The subjective complexity of logical explanations
can be justified by the fact that they represent a structured text obtained in
the course of ontological inference. In addition, logical explanations are more
meaningful and the user needs more time to familiarize himself with them.

Table 1. Characteristics of the distribution of objective metrics.

Data used Decision time, s Accuracy
Mean Median SD IQR Mean Median SD IQR

No explanation All user
responses

46.90 36.85 34.52 39.96 0.76 0.81 0.17 0.22

Except for
the first 5
answers

34.01 27.65 24.84 26.64 0.78 0.82 0.16 0.23

With explanations All user
responses

30.06 20.05 31.41 30.65 0.88 0.94 0.16 0.25

Except for
the first 5
answers for
each type

20.65 15.38 20.86 20.28 0.89 1.00 0.19 0.14
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Fig. 5. Distribution of response time and accuracy using a median estimate.

Also, as part of the questionnaire, information was collected on various prop-
erties of explanations using the Explanation Satisfaction Scale proposed in [13].
This scale allows us to judge to what extent each type of explanation has a cer-
tain quality. Figure 6 on the right shows a radial diagram reflecting the median
estimates of attributive and logical explanations for each of the properties of the
explanations. It can be seen that attributive explanations are ahead of logical
explanations in all respects, except for completeness.

We also included the question of what the users’ approach to classification
was if there were explanations. The distribution of the participants’ responses
is shown in Fig. 7. It was found that more than half of the participants used
the explanations “with caution” – they carried out the classification themselves,
and then checked themselves; or they got acquainted with the explanation and
then checked its correctness. Only 12.5% of the respondents fully trusted the
proposed explanation.

Fig. 6. Distribution of subjective complexity (left) and multi-criteria assessment of
explanations (right).
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Fig. 7. Way of using the explanations.

5 Conclusion

The paper presents the results of a user study, aimed at understanding how a
decision-maker interacts with ontology-based explanations of neural networks
and how such explanations affect the performance of decision-maker.

Objective and subjective data collected during the study confirm that
ontology-based explanations can improve both decision time and decision accu-
racy. At the same time, showing full logical inference to the end user is not nec-
essarily the optimal way of presenting ontology-based explanations, probably,
because full inference can contain too many information and create additional
cognitive burden. One of the challenges in building ontology-based human-AI
systems is developing other ontology-based representations of explanations (and
interfaces, implementing these representations). This paper, in particular, shows
a way of evaluating such representations.

It can also be noted that the presented study uses only image processing
tasks. Further research is required to evaluate the potential of ontology-based
explanations in other scenarios (e.g., decision-making based on tabular data).

Acknowledgments. This research is funded by Russian Science Foundation (project
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1 Introduction

Thanks to their efficient capability to analyse vast amounts of complex and
diverse data, artificial intelligence (AI for short) systems fuelled by contempo-
rary machine learning techniques are at the forefront of the digital transfor-
mation of health systems around the globe [56]. Notable cases include AI for
physician-level diagnostics in dermatology [14] or radiology [32], for finding opti-
mal treatment strategies for sepsis [31] or for identifying patients at risk of car-
diac failure in intensive care settings [25]. However, despite their huge potential,
the adoption of AI-based tools raises several ethical and societal issues, one of
the main reasons being the seeming inscrutability of their design characteristics
and decision-making process [52,57]. The “black box problem” in AI refers to
the challenges and problems that arise because of the opacity of AI systems.
For instance, researchers notice that “end users are less likely to trust and cede
control to machines whose workings they do not understand” [61, p.266], and
that “the opacity of AI systems can reduce end users’ trust and reliance on using
AI-based systems while making critical decisions” [22, p.1].

In line with this is the observation that in reality, when deployed, AI systems
are often under-used or not used at all [50], one of the reasons commonly put
forward being that it is difficult for humans to estimate to what extent to trust
recommendations coming from algorithms when no information about their inner
behaviour, accuracy1, or error is given [23,27,34].

A natural question is, therefore, to understand the exact role opacity is play-
ing in this respect, and which strategies countering it, if any, will eventually
enhance trust and enable adoption of AI systems in healthcare.

The view we advocate in this work is that to succeed we need to go beyond
the standard XAI methods by aligning with a human-centred perspective on
AI (e.g. [51]). More specifically, in this paper we start to illustrate an approach
to co-design ‘parsimonious evaluative strategies’ with users (clinicians), that do
not fall into the traps of standard explanatory practices, and that, we hope,
encourage trust and the virtuous appropriation of AI, manifested in the gener-
ation of complementary performances. Focusing on diagnostic decision support,
and embracing a view recently made explicit by Miller in [41], the AI decision
support, we claim, should merely support the specific diagnostic reasoning of
the clinician at stake in the setting under consideration, and thus, in principle,
neither be focused on recommending decisions nor on providing explanations
for them. To do so, we put in place a participatory design approach in which
we engaged experts in AI, HCI, and clinicians to co-design and develop an AI
prototype for supporting doctors in thyroid disease diagnostics. As already men-
tioned, the design is based on supporting the clinical reasoning but not to directly
provide a recommendation. In this paper, we will report about the theoretical

1 It has indeed been observed that “people’s trust in a model is affected by both its
stated accuracy and its observed accuracy, and that the effect of stated accuracy can
change depending on the observed accuracy” [60].
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background implemented on a case study in which we developed a prototype
based on the conceptual framework.

Our study included three iterative phases: 1. Understanding the Design
Space, 2. integrating theory into the design, and 3. co-designing the prototype.
On one side, we engaged users/stakeholders through a participatory method,
while on the other, we developed a high-fidelity prototype using a real dataset.
The prototype was partially co-designed with clinicians, who participated as
informants to provide feedback. Our purpose is twofold:

1. to provide a conceptual background for challenging the opacity and encour-
aging complementarity when AI is used to support decision-making process
in health care

2. to advance the knowledge on how to design AI-based systems for the health-
care domain.

The outcomes of this work aim to contribute to the current discourse on designing
AI systems to support clinicians’ decision-making processes. We provide concrete
examples of potential solutions and advocate for the implementation of a partic-
ipatory design approach to empower clinicians to actively engage in the process.
The remainder of the paper is structured as follows. In Sect. 2 we present back-
ground on the context of our work while in Sect. 3 we provide the reader with
necessary background on explainable artificial intelligence. In Sec. 4 we present
our methodological approach for the design process and in Sect. 5 we describe
the case study. In Sect. 6 we elaborate on user needs and Sect. 7 describes the
prototype. While Sect. 8 describes the co-design process and Sect. 9 concludes
the paper.

2 Background

Many among not only the community of computer scientists but also of clinicians
and practitioners adhere to the so called explainability thesis (ET) [8,33]. That
is, the hypothesis that explainability is a suitable means for facilitating trust of
an opaque AI system in a stakeholder and, thus, making it more acceptable as
a decision support tool.2 As such, they are increasingly calling for transparency
and explainability to solve the black-box (opacity) problem and build trust in AI
systems. This position is echoed in the EU ethics guidelines for trustworthy AI
[10, p.3], that considers transparency and explainability as “crucial for building
and maintaining users’ trust in AI systems”.

The ET has, however, been challenged. In addition to pointing out that it
is not clear what the explainability or interpretability of AI system actually
amounts to, one counter-argument starts by noticing that “[as] counter-intuitive
2 What actually the cited articles refer to with the thesis is the capability of explaining

an AI system’s inner behaviour and output. Such thesis is somehow a strong one,
and it would be better to formulate it by taking into account the ontology of an AI
system, e.g. via the so called levels of abstraction [47], and the various forms that
opacity may take [15].
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and unappealing as it may be, the opacity, independence from an explicit domain
model, and lack of causal insight associated with some of the most powerful
machine learning approaches are not radically different from routine aspects
of medical decision-making. Our causal knowledge is often fragmentary, and
uncertainty is the rule rather than the exception. In such cases, careful empir-
ical validation of an intervention’s practical merits is the most important task.
When the demand for explanations of how interventions work is elevated above
careful, empirical validation, patients suffer, resources are wasted, and progress
is delayed” [37, p.18]. Thence, according to London [37], what is needed for
enabling trust and adoption is not so much explainability, intended as the capa-
bility of providing explanations for the behaviour or output of an AI system,
but rather accuracy and reliability. Indeed, current explainability techniques,
mainly stemming from the eXplainable (XAI) research programme [1], not only
fall short in their original aim but they might have unintended negative effects.
For instance, aligned with London’s view, despite some positive results (see e.g.
[12,26,55]), experiments have shown that sometimes accuracy is more important
for user trust than explainability, and that adding an explanation for a recom-
mendation can potentially harm trust when the fidelity of the explanation is low
[44,45]. In addition, explanations of recommendations can lead to automation
bias and over-reliance on AI systems (the mere presence of an explanation often
already increases trust), to accept incorrect decisions and explanations without
verifying whether they were correct, and thus to unjustified (unwarranted) trust
in AI recommendations, or to cause reasoning errors such as confirmation bias
and thus to groundlessly increase confidence in one’s own decision.3 This is the
reason why, as explained in [8]:

“providing AI with explainability [. . . ] is more akin to painting the black
box of inscrutable algorithms [. . . ] white, rather than making them trans-
parent. What we mean with this metaphoric statement is that XAI expla-
nations do not necessarily explain (as by definition or ontological status)
but rather describe the main output of systems aimed at supporting (or
making) decisions”.

As a consequence, using explanations does not necessarily enable achieving com-
plementarity. That is, it doesn’t necessarily make a “hybrid team” composed by
a human and an AI to take better decisions than humans or AIs alone. Actually,
the only situation where the human-machine collaboration via explainability
outperforms people alone is when the accuracy of the underlying AI model is
higher than human accuracy [4], but still the performance of the hybrid team
is lower than the one by AI alone [6]. Hence, one can argue with [18] that, in
the absence of suitable explainability methods, it is better and safer to rather
advocate for rigorous internal and external validation of AI systems (a task for
which current XAI methods may actually be very useful). What we should look
for is not a full ‘transparency’ of the trained algorithm, but rather a form of

3 See [5] for a review of existing literature on this aspect.
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design transparency, that is “the adequate communication of the essential infor-
mation necessary to provide a satisfactory design explanation of such a system”
[36], such as the data’s origin and the type of data used in training4 (including
how risks of biases have been tackled), the goal of the algorithm5, and thus its
adequacy (applicability) to the context is supposed to be deployed and used,
and as well as characteristics such as its validation and accuracy (see [2] for a
discussion on these points). Unfortunately, it has been shown, e.g. by [3], that
being the most accurate model does not necessarily imply it to be the ’best team-
mate in the room’. The reason simply being that a collaborative context “puts
additional demands on participants that extend beyond individual performance
on tasks, such as ability to complement and coordinate with one’s partner”. In
fact, accuracy on training data is not equal to accuracy on unseen data when
the system is deployed and that the accuracy of a decision support system is
not the accuracy of decision making (see e.g. [7]). Moreover, remember that
we are considering a situation in which, due to the opacity of the system, the
only information that humans are relying on to judge the correctness of an AI
recommendation is the decision maker’s own expertise and background knowl-
edge.6 Given this, even though the AI is better than the human (keeping in
mind the previous caveat on such a claim), it is well known that people still tend
to under-rely and thus ignore the recommendation of the machine because of
unwarranted distrust or to over-rely and thus incur in the acceptance of wrong
decisions due to unwarranted trust [4,17,20,27,40,54,62]. We thus have reached
a paradoxical conclusion: opacity seems to hinder the virtuous adoption of AI in
the healthcare sector, but tools from XAI may have a counterproductive effect.
At the same time, simply providing AI recommendations (perhaps with some
additional information, e.g. accuracy) neither seems to promote adoption and
complementarity. The approach advocated in this paper aims at countering this
paradoxical situation by asking for a change of paradigm in the design and use
of XAI in diagnostics.

3 XAI: A Three Pillars Conceptual Framework

XAI is a rapidly evolving area within the field of AI that seeks to clarify the
decision-making processes of AI systems and opaque machine learning (ML)
models, especially in critical applications such as healthcare and finance. Specif-
ically, XAI aims to bridge the gap between the inherent complexity of advanced
AI algorithms and the need for transparency in understanding how these systems
arrive at specific outcomes. By providing insights into the internal workings of
AI models, through a broad set of families of explanations, XAI aims to enhance

4 See e.g. the case described in [30].
5 In particular the intended functionality assigned to the trained model by the design-

ers.
6 We can also assume that information contributing to design transparency are

included in the background knowledge.
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the interpretability of results and to foster trust among end-users, regulators,
and stakeholders, ultimately promoting responsible and ethical AI deployment.

The explanations generated using XAI techniques can be either local, explain-
ing model’s decision for an instance (i.e., how the model arrived to a decision
for a particular instance), or global, explaining the overall working of the under-
lying machine learning model. In our prototype, and since we are simulating a
use case for diagnostic settings, we leverage local explanations. Specifically, our
prototype provides, for the instance of interest (i.e., for the instance being ana-
lyzed by the clinician), a set of local explanations that assist the clinician in the
diagnostic. In particular, we leverage three families of explanations, namely, Fea-
ture Importance Explanations, Counterexample Explanations and Similar-Case
Explanations. In the following, we provide a short description of these families
of explanations.

Feature Importance (or, feature attribution) refers to the measure of the impact
or contribution of individual input features in a machine learning model’s
decision-making process [38,49]. It helps to identify, based on the XAI tech-
nique employed to compute the importance of the features, which features have
the most significant influence on the model’s predictions. The feature importance
of a specific feature for a given data sample being analyzed (i.e., the decision
of the ML model for the data sample being explained) can be as either positive
or negative. A positive importance value signifies that the feature supports the
decision favoring the considered class, while a negative importance value sug-
gests that the feature does not contribute to the decision in favor of the class
under consideration.

When predicting thyroid disease, conducting a feature importance analysis
can provide valuable insights into the factors that significantly influence the
model’s diagnosis. This analysis helps identify the key contributors, such as age,
gender, or thyroid hormone levels, that play a crucial role in either supporting or
contradicting a particular diagnosis. For instance, if the feature importance anal-
ysis indicates that age is the most influential factor, it suggests that the model
heavily relies on age information when making its prediction. This insight into
feature importance aids in understanding the model’s underlying logic, guiding
users to identify how the ML model reached its decision.

Counterexample Explanations are a type of explanation that explores what could
have happened in a given situation if certain factors or events had been different
[24,49,58]. In other words, they involve constructing hypothetical scenarios or
counterfactuals to allow users to understand how changes in specific variables
(input features) in a specific data sample might have led to different outcomes
[35,59]. In this context, counterfactual explanations are often used to explain
the predictions or decisions made by a ML model. By identifying the key fea-
tures or inputs that influenced the model’s output, one can create counterfactual
instances where those features are modified to observe how the model’s predic-
tion would change. This helps users (and developers) better comprehend the
decision-making process of ML models and gain insights into their behaviour
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and, in fact, counterfactual reasoning have already proven to improve the inter-
pretability of ML models in several domains such as healthcare [48].

Within the context of our specific use case, the extraction of counterfactuals
provides the user, notably the clinician, with a valuable array of options. These
options delineate how alterations in input features, encompassing the patient’s
information and, for example, test measurements, could potentially impact the
ultimate the diagnosis.

Similar-Case Example Explanations involve presenting instances from the
dataset that closely resemble the input data (i.e., the data record currently
under investigation) such as to to illustrate how analogous cases influenced the
model’s decision. Such explanations can help identifying instances in the dataset
that share similarities with the input data, and that have been given the same
label [9]. This approach is particularly valuable in providing concrete and relat-
able examples that can enhance the interpretability of machine learning models.

In the cases under consideration in this work, these three explanatory
approaches will constitute the basis of our framework.

4 Designing with the Users: Methods, Data Collection
and Analysis

Our design research aligned with a human-centred perspective on AI (see e.g.
[51]) and grounded the idea that the AI decision support should be designed
as in such a way that the human decision maker maintains control over which
hypotheses to explore. Thus, we implemented a design approach that aims at
developing a system that aligns with the idea that is the decision support system
should be designed to explicitly support the abductive reasoning process, that
is in the medical domain the (differential) diagnostic type of reasoning of a clin-
ician. In order to do this, the project followed a Participatory Design approach
(PD) [53] by involving the stakeholders (e.g. hospital clinicians, researchers and
technicians) in every step of the design process of the system. In this work, we
have involved users and stakeholders in different ways and their participation
had different degrees of engagement within the process according to the people’s
roles and the phase of the project. Specifically, across the research project they
have been involved as: users, testers, informants, and co-design partners [13]. As
users or testers, the target group is observed during their normal activity using
the tools we provided. They are inquired about their everyday workflows, tools,
and tasks. Later on, they are asked for acceptability and/or usability of an early
version of the tool. As informants, users are solicited for input and feedback.
As, co-designers the users are considered as equal partners in the design process.
Users are actively engaged and invited to provide input starting at an early stage
of design, preceding the development of a fully working prototype [13]. Drawing
upon the PD potential to foster user adoption, our study is grounded in this
approach [16]. Indeed, the PD approach increases the likelihood of stakehold-
ers and users adopting the tool, as well as the team better understanding the
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context, wishes, and needs thus increasing the chances of really supporting their
activities. PD has been successfully and widely used within this domain (e.g. [11]
[43]). Our approach consists of three iterative phases: 1. Understanding the
Design Space, 2. integrating theory into the design, and 3. co-designing
the prototype. Overall, we engaged 8 people with different domains of exper-
tise: two clinicians, three medical technicians, a user experience researcher, an
expert in AI in healthcare, and an expert in ML in healthcare. Through their
active engagement, participants contributed in defining the problem space, elic-
iting the system requirements, and exploring the different designs presented as
low-fi and hi-fi prototypes. In the project, we developed a hi-fi prototype and
built a ML model by using a real data set. The creation of a hi-fi prototype
allowed us to challenge our scientific hypothesis and the conceptual framework
by directly engaging the clinicians as informants into a co-design session. We
collected data by transcribing notes and taking pictures of the context in phase
one. We analysed data by defining the design space and the requirements that
directly feed to design of the prototype. In the co-design stage, we recorded the
session, transcribed notes, and later analysed the video.

5 The Case Study

In this paper, we report on a specific case study developed in collaboration with
the Ente Ospedaliaro Cantonale (EOC - the institution that manages, coordi-
nates, and integrates a network of public hospitals in Ticino, Switzerland).

We present the activities that we conducted with the users and stakeholders
to identify the problem space, subsequently we illustrate the integration of
the theory into the design of the prototype, and then we present the first
round of co-design in which a clinician was involved as informant to provide
feedback on the prototype [13].

To recruit participants, we used a convenience sampling approach. Lever-
aging the researchers’ network, we contacted a few people who work in the
local research hospital. For the first phase (identifying the design space) we
recruited on a voluntary basis a team of radiologists (technicians, clinicians, and
researchers). This team was willing to collaborate with us and aligned with our
vision on AI in the decision-process as a complementary tool to help in making
decisions. Overall, we involved three technicians, that have been in the role for
over 10 years: a clinician who leads the local research unit in the Clinic of Radi-
ology at the EOC, and is also professor at the Faculty of Biomedical sciences of
the University of Southern Switzerland, where she is involved in many research
and teaching activities related to imaging and AI, and a researcher which is part
of this team. For the third phase (co-design of the first hi-fi prototypes), we
recruited another clinician in the domain of endocrinology (and also a scholar of
the University of Southern Switzerland) who participated on a voluntary basis,
reaching out to the team that had joined the first phase (at the Clinic of Radi-
ology). This user is the head of the Endocrinology Department at the EOC and
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acted as co-designer and provided input on a prototype based on a Thyroid Dis-
ease dataset. The rationale behind recruiting individuals with diverse specialties
is to challenge our concepts to scrutiny across various health domains.

5.1 Threats to Validity

In our case study, we involved a limited number of users and stakeholders
recruited using convenience sampling through the university network. However,
this is not unusual in participatory design research. Indeed, this approach allowed
us to delve deeply into each participant’s practices, needs, and wishes. As a
result, we were able to provide a complete and exhaustive overview of the clin-
icians and technicians involved. Therefore, engaging a larger sample would not
have allowed at this stage of the project to get such a deep understanding of the
users. Moreover, this approach allowed us to create a strong connection with the
participants that lead to a long term partnership. However, this should be con-
sidered when generalising the results. To strengthen our approach and address
potential external validity issues in the co-design phase, we have recruited a
clinician with a different specialty than the other participants involved in phase
1. This helped strengthen our conceptual model by subjecting it to challenges
across various health domains (Diagnostic Imaging and Endocrinology), diseases
(Pulmonary nodules and Thyroid Disease), and types of data (images and text).
Following we report a summary of the outcomes of the first phase.

6 Phase 1: Understanding the Design Space

In the first phase of the project we investigated the design space. We involved
three technicians, one clinician, and one researcher who were inquired about
their practices, the tools used, their workflow, including the people who are part
of the decision making process while formulating a diagnosis. In order to explore
these aspects, three authors conducted four contextual inquiry interviews on
their laboratories and offices (see the Annex). The focus of these interviews
was on investigating their practices and the potential issues and opportunities
to address in designing the new system. We interviewed them separately to
enable each participant to focus deeply on their own activities and tasks. We
interviewed the technicians and the researcher one time. While, to delve deeper
on their activities, we inquired the clinicians in three rounds. Each inquiry lasted
about 90min and was based on a semi-structured interview in which the users
could talk over their everyday practices in patient examinations and making
options about a diagnosis. Being in their offices and laboratories allowed them
to show us the tools that they use everyday, including the software. During the
second interview round we also explained our hypothesis with the purpose of
investigating whether they would be open to use an AI-based system grounded
in our conceptual model.

In the first round, the participants agreed it is about providing counter-
factual examples while the clinician is evaluating the different options. The type
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of counter-examples varies depending on the data and the domain. For instance,
if the system is tailored for radiologists, examples may consist of images accom-
panied by brief descriptions. Conversely, for endocrinologists, the data might
be numerical and textual in nature. From the interviews, it emerged that, at
the moment, technicians do not provide any insight on the diagnosis thus they
might not need this type of support. While, for clinicians, it would be extremely
relevant to have that type of support.

In the second round, they demonstrated to be extreme positive and enthu-
siast about having a set of counterexamples instead of a direct recommendation,
unlike other AI-based systems they have previously used. They mentioned mul-
tiple times during the interviews that using counterfactual reasoning is the strat-
egy they usually applied when they have to make a decision. Usually, they asked
for second opinions from the colleagues who provide insights on the basis of their
experience. Hence, they highly appreciated the prospect of an AI-based system
that could complement their reasoning and support their decision-making pro-
cess by offering Counterfactual Explanations and Similar-Case Explanations.
Such support is particularly desirable to them, especially if it is backed by a
robust and extensive dataset. During this second round of interviews, we co-
identified a set of examples (pro and against) that supported the counterfactual
reasoning and lead to improvements in the interpretability of ML models. We
focused mainly on Pulmonary Nodules and they provided us five potential dis-
eases to be considered in a differential diagnosis process (congenital, inflamma-
tory, neoplastic, vascular, and miscellaneous).

In the third round, we discussed with the participants the number of exam-
ples to provide (both for and against), and they expressed the preference to
include one example for each of the five potential diagnoses. Connected with this
point, clinicians helped us to identify the specific features that influence their
decision and their importance. These factors aimed at influencing the output
provided by the ML model. As well as these changed according to the domain.
We identified these examples by combining the features provided by the dataset
with the expertise of the clinicians. For instance our stakeholders identifies 20
features that will be used to implement the prototype. Furthermore, we asked
participants to bring concrete examples of a set of features, counterfactual, and
similar-case explanations that we will used to build the model. The participants
created an anonymised data set that we will use in the next step of the project
for developing a prototype for supporting Diagnostic Imaging decision-making
process. The patient information were anonymised to ensure the protection of
privacy and confidentiality of their data.

7 Phase 2: Integrating the Theory into the Design

In the second phase, we integrated the theory into the design by developing a pro-
totype. The prototype is a high-fidelity interactive artifact based on a machine
learning model trained on a real dataset. This second phase runs in parallel with
the first one, however they feed one other. Specifically, phase one helped con-
solidating our conceptual framework. In this phase, the three-pillars framework
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was implemented into a prototype by using a real dataset of thyroid disease
diagnosis domain. We opted for a different domain (endocrinology) than phase
one (radiology) for two main reasons: to challenge our model, and because we
found a rich dataset that could be used to develop and train a machine learning
model, which was currently lacking in radiology. In this section, we explain how
the model was built and what the prototype and interaction design look like.

7.1 ML Model Development and Explainers

The thyroid disease diagnosis problem can be formulated as a multi-class clas-
sification problem. The diagnosis task (i.e., the classification of a given data
record) involves distinguishing between hyperthyroid conditions, hypothyroid
conditions, and negative cases (i.e., neither hyperthyroid nor hypothyroid dis-
ease). The dataset used in our study is constructed by merging six datasets from
the Garavan Institute of Medical Research.7 The dataset has been made publicly
available and is currently available for download from the UCI machine learn-
ing repository.8 We have preprocessed the original dataset by eliminating data
records (data samples) with missing values. After this step, we are left with a
dataset of 7142 data records. The records are distributed among the three classes
as follows:

– Negative (also referred to as class 0) consists of 6385 data records (89.4% of
the overall records in the dataset)

– Hyperthyroid (class 1) consists of 582 data records (8.15% of the overall
records in the dataset)

– Hypothyroid (class 2) consists of 175 data records (2.45% of the overall records
in the dataset)

The input data consisting of features (variables) with either Boolean values or
numerical values. Table 1 reports the list of features along with a brief descrip-
tion. To build the ML model for thyroid disease classification, we train and
test an extreme gradient boosting (XGB) model in a supervised manner follow-
ing a 10-fold cross validation with 80–20 train-test split. The XGB model was
optimized through hyper-parameter tuning and the resulting model achieves an
average accuracy of 0.99 across the 10 folds. The model achieves a precision9,
recall10 and F1-score11 values that range between 0.8 and 0.99 for Negative
and Hyperthyroid class while values that range between 0.75 and 0.97 for the
Hypothyroid class. The results indicate that the Hypothyroid class represents a
challenge for the ML model, however this is expected considering the relatively

7 https://www.garvan.org.au/.
8 https://archive.ics.uci.edu/dataset/102/thyroid+disease.
9 The precision represents the ratio of correctly predicted instances of that class to

the total instances predicted as that class.
10 The recall represents the ratio of correctly predicted instances of that class to the

total instances of that class in the dataset.
11 The F1-score is the harmonic mean of precision and recall.

https://www.garvan.org.au/
https://archive.ics.uci.edu/dataset/102/thyroid+disease
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Table 1. List of input features pertaining to patient information

Variable Type Description

age Integer Age of the patient
sex Boolean Sex of the patient
on_thyroxine Boolean Whether patient is on thyroxine
on_antithyroid_meds Boolean Whether patient is on antithyroid meds
sick Boolean Whether patient is sick
pregnant Boolean Whether patient is pregnant
thyroid_surgery Boolean Whether patient has undergone thyroid surgery
I131_treatment Boolean Whether patient is undergoing I131 treatment
query_hypothyroid Boolean Patient believes they have hypothyroid
query_hyperthyroid Boolean Patient believes they have hyperthyroid
lithium Boolean Whether patient takes lithium
goitre Boolean Whether patient has goitre
tumor Boolean Whether patient has a tumor
hypopituitary Float Hyperpituitary gland status
psych Boolean Whether patient has psych
TSH Float TSH level in blood from lab work
T3 Float T3 level in blood from lab work
TT4 Float TT4 level in blood from lab work
T4U Float T4U level in blood from lab work
FTI Float FTI level in blood from lab work

low number of data records present for that class. It is important to note that
the classification performance does not directly influence the design of our proto-
type. Instead, we report them as they serve as a foundational benchmark for our
ongoing and future studies in this domain. To extract explanations, we leverage
two XAI techniques. To compute feature importance, we use Local Interpretable
Model-Agnostic Explanations (LIME) framework [49]. LIME works by approx-
imating the decision boundary of the black box ML model in the vicinity of a
specific instance of interest (the data record being explained), thus generating
what is referred to as locally faithful explanations [49]. To achieve this, LIME
employs a two-step process: perturbation and approximation. In the perturba-
tion step, LIME samples a set of instances around the data point under con-
sideration and perturbs them by introducing slight modifications. Subsequently,
these perturbed instances, along with their corresponding model predictions,
are used to train an interpretable surrogate model such as, e.g., linear model.
Feature importance is then computed based on the weights assigned to each fea-
ture in the surrogate model, reflecting the contribution of individual features to
the model’s decision within that specific locality. This localized interpretability
enables a more nuanced understanding of the model’s behavior and enhances
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transparency, as it allows the user to understand which features (or factors) are
most influential for a specific model’s decision. The effectiveness of LIME has
been demonstrated across various domains, making it a valuable tool for fea-
ture importance computation and model interpretation [21,28,39,46]. Yet, we
note that our prototype can rely on any XAI technique for computing feature
importance.

To generate similar-case example explanations and counterexamples, we
use DiCE (Diverse Counterfactual Explanations) [42]. DiCE is a method that
employs optimization and heuristic approaches aimed at producing a set of coun-
terfactual explanations that are close, in terms of their proximity measure, to the
original input data record (i.e., the data sample being explained). More specifi-
cally, for a given input data point, which is, in our case, the data record whose
decision is to be explained, we employ DiCE to generate a set of counterfactuals
or, in other words, counterexamples that are data samples classified as a differ-
ent label (class) by the ML black box and that exhibit minimal differences in
both the number of features and the extend to which features differ compared
to the original data record. To generate similar-case example explanations, we
constrain DiCE to generate data samples that differ minimally with respect to
original data record however belong to same class (i.e., are not labeled different
by the ML model). It is important to highlight that any counterfactual explainer
can be used in our prototype, and it is not constrained solely to DiCE. Moreover,
we note that, while DiCE has proven its efficacy in generating interpretable and
actionable counterfactuals [19,29], we plan to consider and eventually compare
several counterfactual explainers in future work.

7.2 Prototype Interface and User Interaction

We now present a description of user’s interaction with the prototype through
the developed interface. The process consists of four steps. We assume that
prior to interacting with the tool, the clinician examines the case at hand and
formulates a hypothesis of the diagnosis of the case as belonging to one of the
three classes, i.e., either hyperthyroid, hypothyroid, or negative. Once the clinician
has formulated a hypothesis, the clinician engages with the tool by inputting a
set of parameters. Figure 1a shows the initial page that users encounter. The
input parameters required by the user are the following:

– ID of the data record (or, patient) under examination in the field ID of data
record (patient) under examination.

– The hypothesis of the diagnosis, specifying the class that the clinician believes
the case under examination should be classified as in the field Select your
hypothesis (class). The user has to select one of the three possible diagnosis
classes.

– The desired number of counterfactual explanations the clinician wishes to
investigate for each of the other two classes of diagnosis. Our system allows
users to choose between 0 (no such explanations) and 10 counterexamples for
each of the other diagnosis classes.
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– The number of similar-case example explanations the clinicians wishes to
investigate for each of the other two classes of diagnosis. Our system allows
users to choose between 0 (no such explanations) and 10 similar-case example
explanations.

In addition to these inputs, the user can select whether or not to have the tool
compute and display feature importance explanation by checking the relative
check-box present on the initial page. Finally, the clinician proceeds by clicking
on proceed. After that, the tool provides the user with the outcome. Figure 1b
shows as example of the outcome of the tool for a given data record, which
consists of the following:

– The ID of the data record under examination and the hypothesis selected by
the user.

– The data record under evaluation, including the features and their values.
– The set of similar-case example explanations. The example shows 3 explana-

tions.
– The set of counterexamples for each of the other two classes. The example

shows 3 explanations for each of the two classes.
– The feature importance figure showing which features exhibited positive or

negative influence towards the hypothesis selected by the user.

Fig. 1. Two screenshots of the prototype interface.

In the example shown in the figure, the system’s outcome shows that similar-
case explanations can be obtained by slightly altering the values of T3, T4U or
FTI and also shows that the TSH value can be around 1.3 as opposed to 0.1 in
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the second similar-case explanation. In terms of counterexample explanations,
the outcomes reveals that data records labeled as Hypothyroid can be obtained by
drastically changing the value of TSH (from 0.1 to 8.0 for the first counterexam-
ple explanation, or to 6.2 for the second counterexample explanation) while min-
imally altering values of other features (Age was slightly reduced (from 77 to 73)
and the features T3, T4, T4U and FTI undergone relatively small alteration).
Similarly, the counterexample explanations for the Hyperthyroid also reveal how
feature values can be altered to obtain the relative class.

After analyzing the system’s outcome, the clinician can take a decision with
full autonomy, if decided on the diagnosis, or proceed by testing another hypothe-
sis for the case under investigation by clicking on Investigate Another Hypothesis
button.

8 Phase 3: Co-designing the Prototype

In this third phase, we have conducted two workshop sessions in which we
engaged an interdisciplinary group of experts in four key domains: user experi-
ence, AI in health care, ML in health care, and endocrinology.

During the first workshop, the conceptual model was explained to the clin-
icians who had the chance to provide feedback and ask questions. In that session
we explored also the clinical domain(endocrinology) and its specific challenges
and opportunities. We delved into his everyday practices, and on how he deals
with the differential diagnosis process. It was shown also the data set on thyroid
diseases and we discussed with him the features and, finally, selected the most
relevant (Table 1).

The second workshop was focused on presenting and interacting with the
prototype. This hands-on experience allowed him to articulate his needs and
expectations for the prototype as well as to envision new functions. In this
sense, the participants acted as informants [13]. This session was not intended
for evaluating the technical solution; instead, its purpose was to demonstrate the
application of the theoretical framework into a high fidelity prototype. The ses-
sion was conducted online via Teams and recorded to better analyse the results.
Two co-authors facilitated the session. First, the participants were asked to per-
form a series of tasks and provide feedback by thinking aloud. This technique
allowed participants to verbally express thoughts about the interaction expe-
rience, including their motives, rationale, and perceptions. Subsequently, they
engaged in a brainstorming session in which they were asked to contribute to
producing ideas to better implement the concept (and the theory) into the pro-
totype to better support their practise. The session lasted 90min. During the
workshop the participants discussed the use of the prototype into the clinical
practices at large and in details by looking at each items implemented. Overall
the clinicians really liked the concepts on which the prototype was based. He
expressed a positive opinion about its usage on his own practices as well as in
suggesting it to other colleagues. During the brainstorming the team explored
how the provided functionalities could be extended and whether the information
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provided could be improved. For what concern the features during the brain-
storming we refined their types and order to better assist clinicians in comparing
the case with the counterexamples. For instance, the TSH value is given priority
after the age and gender of the patient. In addition, there is no point of asking if
the features need to be shown or not as these are considered relevant in all sce-
narios, and the system should provide them regardless. Participants agreed that
the system should offer a choice between ’more important’ or ’less important’.
Regarding the number of counterfactual explanations and similar-case explana-
tions provided by the system, the clinician explained that this depends on the
type of diagnosis he is evaluating. For instance, in the case of euthyroid the
clinicians does not need to have many and just 3 of them would be enough. In
other diagnostic cases, such as hyperthyroidism and hypothyroidism, where a
disease might be present, the system should suggest a higher numerical value.
This would provide better support for abductive reasoning to clinicians, enabling
them to explore various options and compare data from other patients. Thus,
the participants agreed that a good solution was to provide a default number
which is smaller (e.g. 3) in the case of euthyroid and larger (e.g. 5) in the case
of hyperthyroidism and hypothyroidism. Then, eventually, the clinicians would
have the option to modify the default number as needed. As output of the session
we also produced a set of screenshots of the prototype with recommendations
and additional features co-created by the participants. These will guide the next
step of the design process, leading to a new version of the prototype.

9 Conclusion and Future Work

Inspired by [41], in this work we presented a conceptual framework to go beyond
the current paradigm of using XAI in healthcare, with a specific focus on clinical
diagnostic. The advocated paradigm change is based on the view that the design
of a AI decision support systems has to focus on supporting the specific diagnos-
tic reasoning of the clinician at stake in the setting under consideration. More
specifically, based on three explanatory techniques – feature importance, coun-
terexample explanations (based on counterfactuals), and similar-case explana-
tions –, we illustrate a participatory design approach in which we engaged experts
in AI, HCI, and clinicians to co-design and develop an AI prototype supporting
the clinical reasoning without directly providing neither a recommendation nor,
a fortiori, an explanation for it. The results of this iterative process showed how
the conceptual framework could be first implemented in a ML model and then
concretized into a hi-fi prototype, and how the users/stakeholders needs could
be integrated and harmonised into the designed solution. During the co-design
in the brainstorming session, the initial design ideas have been refined and this
helped to move on to the next step. The limited sample we engaged in the study
enabled us to delve into their knowledge, practices, resources and tools that they
use to form the cognitive process leading to a clinical diagnosis. This immersive
process allowed us to design a hi-fi prototype that embodied both the theoretical
framework and the users needs. Leveraging on these result a new version of the
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prototype will be developed by using the anonymised data set produced by the
research units at the EOC that we engaged in the first phase of the project. This
prototype will be evaluated with a larger sample of clinicians, experts in the con-
cerned domain. The purpose of this follow up study will be to assess the ability
of the prototype to support the specific diagnostic reasoning and, thus, to verify
that complementarity is achieved. To conclude, with this work we hope that,
in addition to advance the knowledge on how to design AI-based systems for
the healthcare domain, we also contribute to the current discourse on promoting
virtuous adoption, trust and best practices related to such systems.
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Abstract. This paper presents a concept for operationalizing Artificial
Intelligence (AI) explainability for the Intelligent Pilot Advisory Sys-
tem (IPAS) as requested in the European Aviation Safety Agency’s AI
Roadmap 2.0 in order to meet the requirement of Trustworthy AI. The
IPAS is currently being developed to provide AI-based decision support
in commercial aircraft to assist the flight crew, especially in emergency
situations. The development of the IPAS is following a user-centred and
exploratory design approach, with the active involvement of airline pilots
in the early stages of development to iteratively tailor the system to
their requirements. The concept presented in this paper aims to provide
interpretability cues to achieve “operational explainability of AI”, which
should enable commercial aircraft pilots to understand and adequately
trust the recommendations generated by AI when making decisions in
emergencies. Focus of the research was to identify initial interpretabil-
ity requirements and to answer the question of what interpretation cues
pilots need from the AI-based system. Based on a user study with airline
pilots, four requirements for interpretation cues were formulated. These
results will form the basis for the next iteration of the IPAS, where the
requirements will be implemented.

Keywords: Ethical and Trustworthy AI · Human-Centered AI ·
Human-AI Teaming · Explainable AI · Interpretable AI

1 Introduction

The rapid development of AI in the last years has led to more and more AI
technologies reaching the productivity plateau [33]. AI algorithms are becoming
more and more usable, and thus more and more integrated into our daily lives,
for example in the form of big data processing, speech recognition, image recog-
nition and many more [39]. Usable applications based on AI such as chat bots
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(e.g. ChatGPT [31]), image generation (e.g. DALL-E 2 [32]), autonomous driv-
ing or intelligent robotics have already reached the stage of commercialisation or
are only a few years away from it [26,33]. But what happens when AI systems
enter safety-relevant and complex workplaces such as aircraft cockpits? In the
field of automated driving, this issue has been discussed for several years. Exam-
ples for this are the uncanny and unsafe valley of automation, which describes
the difficulty of the handover between automated driving and the human driver
[17], or the explainability of automated driving systems [42]. The application of
AI to the aircraft flight deck is also increasingly being discussed, as can be seen
in [27].

The European Union Aviation Safety Agency (EASA) published the AI
Roadmap 2.0 [13] in May 2023 to show a way forward for integrating AI into the
aviation industry. In this roadmap, the concept of Trustworthy AI is required for
the interface between users and AI. This concept consists of three building blocks,
one of which is the “Human Factors for AI” building block, which includes the
aspect of “AI operational explainability”. The scientific literature also suggests
that explainability is a crucial part of the Human-AI Teaming concept to build
trust and support the team’s situational awareness [12]. In the research area of
eXplainable AI (XAI), solutions are being researched on how AI models can be
made explainable [19]. It is worth noting that while these models contribute to
explainability, they do not necessarily prioritise usability for end users. Instead,
their focus is on enabling explainability of AI models for technical users or AI
developers [24,28]. To address this problem, a user-centered development app-
roach is advocated, for example in [2] and [5], to tailor explainability to the end
user’s role. This approach aims to create explainable systems for a specific use
case and a specific group of end users, as also required in the EASA Roadmap
2.0 [13].

The German Aerospace Center (DLR) is currently developing the AI-based
Flight Deck Decision Support System IPAS, which serves as a research platform
for AI applications in the aircraft cockpit. A main objective of the IPAS is to
explore and demonstrate the concept of “AI operational explainability” tailored
for airline pilots in the flight deck. A crucial aspect of this system is the ability to
present the results generated by the AI in such a way that the reasoning behind
a result can be easily understood by pilots within an appropriate timeframe. The
IPAS is being developed iteratively to involve pilots early in the process and to
implement end user requirements early in the design process.

This paper presents a conceptual approach, followed by a user study, to
achieve explainability by providing pilots with interpretability cues - small pieces
of information intended to enable pilots to build their own explanations based on
these cues. In order to identify the necessary information required by pilots, eight
airline pilots were invited to participate in a study. The pilots were presented
with an interface mock-up of the IPAS that provided small chunks of information
about the AI-generated decision options. The participants then had to make a
decision based on the information provided. The results of the study address
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the following question: What interpretability cues and information do the pilots
need from the system to fulfil the need for explanation?

2 Background

To understand why explainability is relevant for the IPAS, and to better under-
stand the concept described in Sect. 3, it is important to provide an overview
of definitions and more information about the topic “Explainable AI”. This is
followed by a more detailed description of the IPAS.

2.1 Explainability of AI

Explainability of AI can be defined as the ability of an AI-based system to
provide the human end user with understandable information about how the
AI calculated the system’s results. The EU Commission defines explainability
as follows: “Feature of an AI system that is intelligible to non-experts. An AI
system is intelligible if its functionality and operations can be explained non-
technically to a person not skilled in the art.” [3] Similar definitions were made,
for example, by Mohseni et al. [29] or Arrieta et al. [2].

Reasons to Make AI Systems Explainable. AI algorithms are frequently
described as black boxes because they lack transparency and their inner mech-
anisms cannot be observed. In 2015, the Defense Advanced Research Projects
Agency (DARPA) launched a program to make these black box AI models more
explainable. Looking back at the program, which ended in 2021, the authors
write: “Users prefer systems that provide decisions with explanations over sys-
tems that provide only decisions. Tasks where explanations provide the most
value are those where a user needs to understand the inner workings of how
an AI system makes decisions.” [20]. From a human-system integration perspec-
tive, there are many features that benefit from AI explainability for AI-based
systems. One reason to make AI systems explainable is to build or to calibrate
trust in the system [12,34] and the fact that AI explainability is a requirement
for humans to be able to perform a task efficiently by using or managing AI
systems [19,21]. Explainability of AI plays a central role when considering the
concept of Human-AI Teaming (HAT), because explainability supports appro-
priate trust building, human-AI team situation awareness, and also supports
human-AI team performance [12].

The Need for End User Friendly Explainable AI. DARPA introduced the
term XAI, which is commonly used to refer to a scientific field. Much of the work
on the research topic XAI focuses on modelling, which means the development of
XAI algorithms. In this context, not much attention is usually paid to usability
or practical interpretability for end users [1,43]. Most models are build for AI
researchers, data experts and AI developers, the so-called technical users. Here,
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XAI is used to check their AI algorithms, to gain an understanding of the black
box, and to improve algorithms. However, the group of non-technical users or the
end users is largely ignored in the literature [24,28]. Cynthia Rudin [36] brings
another aspect to the discussion about XAI. She suggests that instead of trying
to explain how the black box works, models should be designed that make results
of the black box interpretable for their specific application. In decision support
systems with potentially serious and complex decisions, incorrect interpretations
of the XAI models can lead to serious errors. She also points out that building
interpretable models is difficult and requires expertise in the field of the planned
application.

Jin et al. [24] concluded that the research fields of human computer inter-
action and XAI must be brought together. End user-centered explainable AI
models and guidelines need to be defined to support AI experts in developing
user-friendly AI applications. The fact that most end users do not have any back-
ground knowledge in AI or machine learning also needs to be taken into account
when developing explainable AI systems. One challenge is that end users have
very different needs, depending on the specific application and task. For example,
a doctor needs different explanations and data when making a diagnosis than
a recruiter needs when deciding whether to hire someone [24]. Explainable AI
needs to be customized for different applications and end user groups, depend-
ing on the level of detail required, the knowledge of the user, and the specific
application domain [43].

Degen et al. [5] underlines the demand for end user centered development
of AI explainability: “Research papers report that explainability cannot be built
into technology without understanding the needs, goals, and tasks of the target
user group. Little research has been done to provide evidence that explanations
should be user role specific.”

EASA Roadmap 2.0: “AI Operational Explainability”. When developing
an AI-based support system for a commercial aircraft flight deck, it is important
to be aware of the relevant authorities and their plans for implementing this tech-
nology. The aviation safety authority responsible for aviation in the European
Union, EASA, presented the concept of “Trustworthy AI” in the second ver-
sion of the AI roadmap, which was published in May 2023 [13]. The published
roadmap was used, for example in [37], which describes how the roadmap and
the “Assessment List for Trustworthy Artificial Intelligence” [3] was applied to
the development of a digital air traffic controller. The “Trustworthy AI” concept
for example categorizes future AI-based applications into three human oversight
levels: “Level 1: assistance to humans”, “Level 2: human-AI teaming” and “Level
3: advanced automation.” The definition of AI explainability, as part of Trust-
worthy AI, according to the roadmap: “Among other aspects, AI operational
explainability deals with the capability to provide the human end users with
understandable, reliable and relevant information with the appropriate level of
details and with appropriate timing on how an AI/ML application produces its
results.” [13] This explainability is to be implemented both for development and
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for practical application in operation - hence the term “AI operational explain-
ability” - taking into account the specific needs of the particular end user.

2.2 The Intelligent Pilot Advisory System

The IPAS is currently under development at the DLR with the aim of exploring
and demonstrating “AI operational explainability” for AI-based pilot assistance
systems in the cockpit of commercial aircraft. The IPAS is being developed
using an iterative development model called “Human System Exploration”, as
presented in [16]. The model is used to explore, test, and extend new ideas, user
requirements, and system designs in each iteration. In [41], pilots were inter-
viewed about AI-based assistance for the flight deck, to find use cases, identify
initial user requirements and concerns about AI in the flight deck. Based on
the results, basic functions and a system model of the IPAS were described
conceptually to fulfil the selected use case. The IPAS is a system that should
support aircraft crews in decision-making situations in both emergencies and
normal day-to-day operations with AI-generated recommendations options for
action. Participants in [41] also raised concerns about the explainability of the
output of the AI system, so the key feature of the IPAS should be to present
these options in a way that they are explainable for pilots, as also required
by the EASA AI Roadmap 2.0. In addition, an appropriate performance trade-
off between explainability and decision time has to be found. This for example
described as the “speed-certainty dilemma” in [15].

The planned system model of the IPAS was first presented and described in
[41] and essentially consists of two modules. The AI-Crew Interaction System
(AICIS) and the AI Core Module (AICOM). Data from the aircraft system as
well as from the environment, such as weather or traffic data, should continuously
analysed by the AICOM [7,8]. For example, the AICOM should detect emergency
situations and generates operational options, based on the detected situation.
The AICIS is supposed to be the interactive interface between the AI and the
flight crew. For example, situational facts and options generated by the AICOM
will be displayed on the AICIS, and in particular, AI-based information should
be presented at an appropriate level of explainability for the flight crew.

As already described in [41], several use cases can be considered for the
IPAS. The use case “Supporting the crew in emergency situations by providing
alternative airport options” is used for the study in this paper. In this use case,
a technical failure occurs that causes the crew to abort the flight and find a
suitable alternative airport in the vicinity. The IPAS assists the pilots in the
decision-making process by assessing the situation and identifying alternative
airport options. The AICOM analyses the effects of the technical failure, as well
as environmental and airport data, and generates options for alternative airports
based on this information. The AICIS then presents these options to the pilots,
who use the IPAS recommendations and the information provided to make and
execute a final decision.
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3 The Concept of Achieving Operational Explainability
of AI Using Interpretability Cues

With the aim of implementing the operational explainability of AI for the IPAS,
an approach for an explainability concept must be found. On the basis of the pre-
viously described background information about AI explainability, the following
requirements were derived for the approach to be found:

– User-centred: Explanation tailored to the use case and the explainability
needs of the end user.

– Provide an appropriate level of explainability.
– Ensure a good explainability-performance trade-off.

3.1 Finding an Approach

To formulate an AI explainability concept for the IPAS, we need to find a suit-
able approach on how to achieve this, taking into account the requirements
mentioned before. The initial idea is to break down AI results into smaller and
interpretable pieces of information so that users can build an explanation for the
results generated by the system. This approach was described by Stevens and
De Smedt [38]: “Furthermore, interpretability [...] is the ability to provide an
explanation that consists solely out of single chunks of information, preferably
in a human understandable fashion.” A similar approach is described by Lipton
[25], who mentioned post-hoc interpretability to describe an approach in which
individual pieces of data are extracted from the AI models to make it easier to
understand the inner working of these models. Lipton goes on to say that this
method would not expose the operation of the black box but can provide useful
information for end users. Users can thus find their own explanations based on
the chunks of information. Hoffman et al. [21] states that “explanatory systems
benefit by providing information that empowers users to self-explain, rather than
just delivering some sort of representation of the output of an algorithm, a repre-
sentation that is believed to be adequate as an explanation.” Finally Stevens and
De Smedt expect a good performance trade off from this method of providing
only individual chunks of information [38].

3.2 Terms and Definitions

In order to achieve AI operational Explainability for the IPAS, the AI results
should therefore be interpretable on the basis of information chunks. It is impor-
tant to define the terms “explainability” and “interpretability”.

Molnar comments on the concept of interpretability: “There is no real con-
sensus about what interpretability is in machine learning. Nor is it clear how to
measure it.” [30] However, there are various definitions that can be found in the
literature, e.g.:

– Arietta et al. [2]: “It is defined as the ability to explain or to provide the
meaning in understandable terms to a human.”
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– Miller [28]: “Interpretability is the degree to which a human can understand
the cause of a decision.”

– Molnar [30]: “The higher the interpretability of a machine learning model, the
easier it is for someone to comprehend why certain decisions or predictions
have been made. A model is better interpretable than another model if its
decisions are easier for a human to comprehend than decisions from the other
model.”

– European Commission [3]: “Interpretability refers to the concept of compre-
hensibility, explainability, or understandability. When an element of an AI
system is interpretable, this means that it is possible at least for an external
observer to understand it and find its meaning.”

In general, it can be stated that interpretability does not expose the internal
mechanisms of the black box, but rather makes the reasoning explainable to the
end user. The difference to explainability becomes clear again in [38]. Stevens
and De Smedt describe that there are differences between XAI models, inter-
pretable AI models and the terms explainability and interpretability. The first
two terms refer to methods or technologies, while the latter two terms refer to
system characteristics. XAI models are designed to reveal the inner workings of
non-transparent AI models, while interpretable AI models are inherently trans-
parent. However, the term “interpretability” refers to the ability of a AI system
to allow end users to understand the systems results, by only providing informa-
tion chunks. The term “explainability” refers to the general ability of an AI-based
system to explain how the system works. A high level of interpretability of the
system’s output is a possibility to make a system explainable for certain use
cases where it is not necessary to look inside the AI model. It is important to
emphasize that in this approach, explainability and interpretability are not sepa-
rate concepts. Explainability works as a general concept, while an interface with
a high level of interpretability, consisting of individual pieces of interpretable
information, is one way to achieve better explainability.

3.3 The Concept of Interpretabilty Cues

As described at the beginning of this section, the approach of using individual
pieces of information - which we call “interpretability cues” - should be applied
to the IPAS with the goal of achieving AI operational explainability.

This concept could be supported by Watzlawick’s first axiom: “You cannot
not communicate” [40] - with the difference that in our case the IPAS cannot
not communicate. People are always trying to interpret the behavior of others,
regardless of how much verbal communication takes place. Regarding the IPAS
and the use case described in Sect. 2.2, the crew acts as the receiver and the
IPAS acts as the transmitter. Even if the IPAS only provides an AI-generated
final result, such as a numerical airport rating, pilots might still try to interpret
the result and try to understand the reasoning behind the AI’s decision options.
In order to support the interpretation of the AI results, the IPAS should provide
additional appropriate interpretability cues to enable the flight crew to form an
explanation of the AI results.
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Fig. 1. This model shows the interaction between the flight crew and the IPAS in the
use case: “Supporting the crew in emergency situations by providing alternative airport
options”. It also highlights the concept of how to achieve AI operational explainability.
The system provides interpretability cues to answer the crew’s interpretability ques-
tions to achieve “AI operational explainability”. The visualization is inspired by [18].

Figure 1 describes how the IPAS is supposed to interact with the flight crew
and to achieve “AI operation explainability” in the selected use case. The model
shows that both the crew and the IPAS perceive the situation, e.g. the aircraft’s
systems and the environment, such as air traffic, weather or airport information.
If the crew needs to find an alternate airport, e.g. due to an emergency, the IPAS
will assist the crew by selecting and assessing several alternate airport options.
The crew will ask the system questions to interpret the system’s results - the
questions may vary depending on the situation; in return, the system should
provide the crew with appropriate interpretability cues. Based on the interpre-
tative cues provided by the system, the pilots can form their own explanation of
how the AI calculated the results and what the reasons are for a given result.

4 Explorative User Study

The study followed the chosen design approach to explore initial user require-
ments for potential interpretability cues in a user study, to tailor the inter-
pretability cues to the needs of the flight crews. The first iteration of the IPAS
explores what questions the pilots raise about the results generated by the AI.
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4.1 Description of the Study

Participants in the study performed a flight mission scenario using a flat panel
Airbus A320 simulator. The simulation started during cruise flight and the pilots
were instructed to follow their known procedures. In the event of an emergency,
the pilots were asked to perform their known procedures (e.g. FORDEC, Facts
- Options -Risks&Benefits - Decision - Execution - Check [23]), but also using
an interface mock-up of the IPAS integrated into the simulator cockpit. After
starting the simulation, the pilots flew for about five minutes in cruise flight
before one engine caught fire, resulting in the necessity to abort the flight and
land at an alternate airport. As all the pilots fly for German airlines, a route in
the USA was chosen. Pilots were instructed to not make decisions based on their
instinct and prior knowledge of the individual airports, but should actively use
the IPAS mock-up.

Fig. 2. The interface mock-up available to the pilots in the study. The scenario in the
screenshot is different from the one used in the study. Pilots can navigate through the
airport options to find information about local conditions and the specific IPAS rating.
Taken from [35].

To support the search for an alternative airport, [35] realized an interface
mock-up of a simplified IPAS, that can be seen in Fig. 2. In order to comply
with the concept described in Sect. 3, some initial information about the results
of the AI was provided on the mock-up. These included decision factors used
by the AI as input data and a color coding in yellow (low negative influence) or
red (strong negative influence) to indicate the degree these decision factors have
a negative influence on AI’s airport rating. Table 1 shows the assessed airports
and the information provided to the pilots. The selection of which information
to display was defined in consultation with team internal pilots.

Since the IPAS AI was still under development, the displayed AI data was
simulated, similar to the principle of the Wizard of Oz method [4]. Therefore,
the information presented on the mock-up was not the result of an AI process,
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Table 1. Alternative airport options and the information provided to pilots on the
interface mock-up.

City Tuscon Phoenix Albuquerque El Paso

ICAO Code KTUS KPHX KABQ KELP
Distance 86NM 156NM 210NM 150NM
RWY Name 29 R 21 25 L 25R 26 21 26 30 22 26L
RWY Length 3352m 2134m 2377m 3139m 3502m 3048m 4204m 1829m 3664m 2751m
RWY Width 46m 46m 46m 46m 46m 46m 46m 46m 46m 46m
RWY Condition wet standing water wet wet
Precipitation light drizzle heavy thunderstorm heavy rain rain
Wind Speed 12kt + 7kt Gusts 17kt + 5kt Gust 25kt 16kt
Wind direction 320 210 320 308
Crosswind headwind crosswind headwind headwind headwind tailwind crosswind headwind crosswind light crosswind
Visibility 7700m 730m 3100m 6800m
Approach no ILS no ILS ILS/DME ILS/DME ILS/DME no ILS no ILS no ILS ILS/DME no ILS

IPAS Rating 0,78 0,28 0,5 0,53 0,52 0,41 0,6 0,23 0,59 0,7

but assumptions generated by the authors using a multi-criteria decision matrix.
Each decision factor was given a weight based on how important the factor is in
the current situation. These factors were then assessed for each airport according
to the local situation. The overall airport rating was calculated as the sum of all
decision factors multiplied by their weighting. This approach was chosen because
it is closest to the way AICOM will calculate the results. The pilots were told
in the briefing before the flight that the values are AI-generated in order to get
information about the interpretation of AI-generated values.

Throughout the flight, during FORDEC and while operating the mock-up,
the pilots were asked to speak aloud what they were thinking, to comment on
their actions and considerations, to describe how they interpreted, evaluated
and used the information provided and what information they were missing when
working with the mock-up. This think aloud method is described, for example in
[22] to determine the users’ mental model. The aim of this method was to identify
requirements for potential interpretability cues and to obtain insights into the
decision-making process. In the following debriefing, the pilots were given the
opportunity to provide further comments on the simulator flight and decision-
making process using the IPAS mock-up to obtain additional information.

4.2 Participants and Ethics

Eight commercial airline pilots, all male, were invited to take part in the test.
The participants were between 30 and 59 years old and had between 2800 and
18300 flight hours. At the time of the study, five pilots were flying as first officers
and three pilots held the rank of a captain. The study was conducted in accor-
dance with the DLR internal quality manual for Human in the Loop simulations.
A consent form and an explanation of the European General Data Protection
Regulation (GDPR) were signed. They were informed that image, video, and
audio recordings would be made and saved on internal secure servers. They were
instructed about the purpose of the data processing and that the study could
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be stopped at any time without justification and without consequences for the
participants.

4.3 Results

The aim of the study was to collect qualitative statements and observations
about which interpretability cues could be helpful in interpreting the results of
the AI. A transcript of the think aloud statements was written and observations
of the pilots’ operation were noted. Particular attention was paid to statements
and observations related to the interpretation of the AI results, such as ques-
tions about the AI assessment of the airports or comments regarding missing
information about the AI process. In the subsequent debriefing, the participants
were asked about individual statements and observations in order to understand
the background behind them. Statements that addressed the same topic or were
similar in content were then grouped together and a core statement for each
group was formalized. Table 2 shows the most mentioned and grouped state-
ments regarding possible interpretability needs.

Table 2. Observations and statements from the pilots about working with the IPAS
mock-up during the scenarios and during debriefing.

No. Core Statements / Observations Qty. Sample statements and
observations

1 Pilots consulting maps for an
initial overview

5 Before using the IPAS, maps were
consulted for orientation: own
position, position of possible
airports, position of
mountains/weather fronts

2 Pilots want to know which factors
have led to a rating. And how the
factors influence the rating.

5 “Were NOTAMS taken into
account?” “What factors were
considered in the assessment?”
“Does it include the system
errors?” “What factors were
included in the LDR?” “How is the
overall risk actually calculated?”
“Why is runway condition red, but
overall rating orange?”

3 Pilots wonder whether the data is
up-to-date, outdated or even a
forecast of the AI for the future.

4 “How old is the AI data?” “Is
current data available?” “Does the
system show the status quo or the
status to be expected at the
destination?” “Look ahead on the
map ... how will the weather
develop until arrival? Does the AI
take this into account?”

continued
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Table 2. continued

No. Core Statements / Observations Qty. Sample statements and
observations

4 Pilots are looking for the factors
they know and the judgements
based on them.

3 “What factors were taken into
account in the assessment?” “Was
the available approach procedure
taken into account when
calculating the rating?” “Perfect,
here I can see the wind at the
airport”

5 Pilots try to compare the AI
results for similarities or
differences to their own
assessment.

2 “Amber was indicated, I found
this value very much within the
limits and then I also trust the
other assessments, as this one has
definitely calculated
conservatively” “For me, 16kt
Crosswind is only orange, as it is
within the limits” “I have a similar
view to the IPAS assessment, I
have cross-checked this”

In addition of the original research question of the study, we recognized, that
all pilots follow a similar decision process and they mentioned similar demand for
decision factors. When asked in the debriefing, the participants named several
decision factors they would expect from the IPAS as explanations for the airport
options. It also became clear here that the timing of the decision-making process
could play a role in the explainability of the IPAS results, as the need for infor-
mation and explanation differs depending on the phase in the decision-making
process.

Requirements for Interpretability Cues. The most notable observation
(No. 1 in Table 2) was that the pilots first looked for a geographical orientation
to get an initial overview of the situation before using the IPAS. However, this
could also be due to the fact that the scenario was intentionally set in an area
unknown to the pilots. No interpretability cue was derived from this observation,
as this is more of a requirement for the system and interface design. The need
for orientation and gaining an initial overview of the situation does not refer to
an AI result to be explained, but refers to building situational awareness, which
plays a crucial role in the decision-making process (see for example [11]) and
should be taken into account when designing the workflow for the IPAS.

Core statement No. 4 shows that the pilots searched for and used the decision
factors and assessments with which they were familiar from their training and
experience. During the decision-making process, the information requirements
varied, particularly within each FORDEC phase, and depended on the specific
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stage of the decision-making process, with variations in both content and level of
detail. The pilots used the displayed factors and also actively asked for missing
decision factors if they were not available on the mock-up. It seems to be impor-
tant that the system provides decision factors and assessments that match the
pilots’ mental model of the decision making process. This could be formulated
as the first requirement for the interpretability cues.

First Interpretability Cues Requirement. The interpretability cues should
display the decision factors typically used by the flight crew to make decisions,
adapted to the current information needs of the decision process phase.

The second requirement can be derived from core statement No. 5 that pilots
want to check the displayed AI results for plausibility and thus want to under-
stand how the ratings were calculated. They looked for causes and values that
influenced the AI rating. It seems that the pilots want to assess the plausibility
of the AI results by comparing them to their mental model. This was observable
when pilots asked about the influence of specific decision factors that were not
shown on the mock-up, or when pilots were able to follow the cause of a rating
based on the decision factors that were shown. So the following requirement can
be derived:

Second Interpretability Cues Requirement. The interpretability cues
should provide information about the assessment that the flight crew can compare
with their own perception, experience, and assessment.

The study showed that in the next iteration of the system, a distinction
needs to be made between AI-generated data (e.g. AI-generated forecasts) and
rule-based data (e.g. conventional calculation of crosswinds or database values),
as well as AI-generated assessments (e.g. AI rating of an airport). Although not
implemented in this study, AI in general can compute current and future results
using current or predicted data in future system iterations. Core statement No.3
shows that the pilots wondered whether the system was displaying AI results
for the current state or for a predicted state in the future. They also wanted to
check the age of the data on which the AI calculations were based. Therefore,
the temporal information of the displayed data seems to be very important for
the pilots. This formed the third requirement for the interpretability cues.

Third Interpretability Cues Requirement. The interpretability cues should
show whether displayed information is the result of an AI process and whether
displayed information (AI assessment or AI-generated information) is based on
real-time data or on an AI forecast of the situation in the future.

Core statement No. 2 indicates that some pilots were not able to assess the
validity of the results of the AI because they could not identify which factors
and information had been taken into account by the AI and in what way. This
question addresses the number of decision factors included, the combination
of multiple decision factors that resulted in an assessment, and the individual
weighting of these factors. This leads to the fourth requirement for the inter-
pretability cues.
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Fourth Interpretability Cues Requirement. The interpretability cues must
indicate which factors and factor combinations are included in the assessment
of the AI and how they affect a system output.

Decision Making Sequence and Decision Factors. Examination of the
decision processes observed in the study can serve as a basis for designing the
next iteration of the design of the next iteration of the system and may provide
a first approach to fulfill the first and second interpretability cue requirements.
As expected, all pilots used a similar process and looked for similar decision
factors when using FORDEC as a decision-making method. However, there were
notable differences in the way participants approached each phase of FORDEC.
Differences were observed particularly in the O-Options and R-Risks & Benefits
phases, more specifically in the detailed process of identifying and evaluating
possible airport options. The importance assigned to specific decision factors
varied among pilots; for instance, while some prioritized the availability of an
instrument landing system, others favored a longer runway.

Based on the results of the user study, a process overview was created that
illustrates how pilots identify and evaluate different airport options, along with
the different groups of decision factors that lead to the assessment of the airports,
as shown in Fig. 3. Pilots first assess the aircraft’s condition and the surrounding
area to preselect multiple potential alternate airports. Understanding the condi-
tion of the aircraft is the basis for decision making. Pilots must understand the
system malfunctions and consider the operational limitations and risks resulting
from the malfunctions, as well as the criticality of the situation. After assessing
the technical status of the aircraft, pilots must decide if continued flight is pos-
sible or if a landing at an alternate airport is necessary. In addition, potential
operational limitations for landing must be identified. The geographic picture
gives the pilot an overview of the surrounding area. This includes the own posi-
tion, the path of the route, weather affected areas, special features of the terrain
such as mountains or water bodies, the density and behavior of air traffic in the
area, but also cities and airports in the vicinity, that could be possible alternate
airports.

Then the pilots iteratively assess and compare the preselected airport options,
refining their assessment by considering the decision factors in more detail.
Through this iterative process, some options are eliminated, leading to the iden-
tification of the presumed best alternative. Various decision factors are taken
into account for each option:

– Environmental Factors: Factors regarding the environment are various
weather phenomena that occur at the airport: Wind magnitude, gusts, wind
direction, possible hovering winds, visibility, precipitation or possible thun-
derstorms.

– Airport Details: The details of a possible alternate airport include the loca-
tion (site, altitude, current distance), infrastructural information (regulations,
emergency services), runway (RWY) information (RWY length, RWY width,
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Fig. 3. Description of the different decision factors and the timing (from top to bottom)
of identifying and assessing alternate airport options as observed in the study.

number of RWY runways), approach operational information (available app-
roach procedures, airport environment, special procedures). These factors
influence the decision-making process, depending on the operational limi-
tations, but are also related to the environmental influences at the airport.

– Operations: Operational aspects of diversion concern the handling of passen-
gers and cargo at the airport. In addition, the preference of the airline can be
included in the decision. Finally, the question of whether the aircraft, crew,
passengers and cargo can leave the airport, i.e. whether a hotel, maintenance
facilities or even a replacement aircraft is available.

– Final Reserve: What options are available when reaching the alternate air-
port? What is the remaining flight time for possible go-arounds? What emer-
gency options are still available upon arrival, such as other accessible and
suitable airports?

5 Discussion

The research question of how explanations can be presented in an understandable
way is also listed as the result of a workshop conducted by Helmut Degen [6]
in 2021, which recommends the “design exploration” approach to address this
question. A similar approach was applied in this study, leading to initial results.
This study aimed to explores the question, of which interpretability cues and
information the pilots want from the system to fulfil the need for explanation.
Based on the results presented in Sect. 4.3, we defined four requirements for
interpretability cues that could support the pilots in interpreting the AI results
and thus to achieve operational explainability of the IPAS.

As expected, the pilots asked interpretability questions about the system out-
put, some that could be answered by the information provided by the mock-up
and some that could not, so it is necessary to find and implement appropriate
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interpretability cues to answer these questions. It was observed that the pilots
tried to interpret the information provided in order to find an explanation for the
AI results. The chosen approach of supporting this interpretation by providing
interpretability cues is therefore promising, and the identified requirements for
interpretability cues now need to be implemented and tested in a next demon-
strator.

Participants mentioned several decision factors they expected from the IPAS
in the flown scenario that could serve as a basis for explaining the AI results. This
result can be recognized as the tailored needs, which serves as one of the basic
requirements for the concept presented in Sect. 3. As shown in Fig. 3, several
factors were identified that influence a decision at the strategic level during
an in-flight emergency. Reviewing the literature, the results are comparable or
complementary to, for example, [9,10,23]. The mentioned strategic level [14]
means the navigation from airport A to airport B or the strategic decision on
which alternative airport options are suitable and whether to fly to airport C or
airport D as an alternative. These decision factors, required assessments and the
process flow should serve as the basis for the next iteration of the IPAS to fulfill
both the first and second interpretability cue requirements. This is because both
requirements are related to the pilots’ mental model during decision making.

5.1 Conclusion and Outlook

This paper proposes a concept to operationalize the explainability of AI results
in practical applications, here for the AI-based flight deck decision support sys-
tem IPAS. The outlined concept emphasises that explainability can be achieved
by providing specific information chunks, known as “interpretability cues”, which
enable end users to formulate explanations for results generated by AI. During
the initial phase of the user-centred and explorative development process, airline
pilots participated in a study where they used a mock-up of the AI-based IPAS
in simulator sessions. Their task was to select alternate airports in emergency
situations. The mock-up provided initial decision factors about the AI recom-
mendations, defined by domain experts. The purpose of this study was to collect
think aloud statements and observations from pilots while working with the sys-
tem, to get more detailed insights in a following interview, and finally to identify
potential interpretability cues based on the statements and observations. This
work resulted in the definition of four different requirements for interpretability
cues, a draft of the decision making process flow and necessary decision factors.
The next iteration of the system will implement these findings and require vali-
dation through a second user study. Furthermore, the proposed approach will be
tested in the next user study to determine if it can achieve an appropriate level
of explainability while providing the required performance trade-off. The study
has also identified decision factors and a decision process workflow that will be
an integral part of the next iteration of the system.
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1 Introduction

Artificial Intelligence (AI) has long been recognized for its potential, with the
unveiling of ChatGPT, a text-based dialog system released by OpenAI in Novem-
ber 2022, reiterating the remarkable capabilities of modern technologies. Fueled
by advances in Machine Learning (ML), AI can now swiftly process and ana-
lyze data, augmenting and refining human decision-making processes and much
more.

In this evolving landscape, the medical domain has become a focal point for
the transformative power of AI. Computer programs are now capable of predict-
ing individual disease trajectories and therapeutic outcomes through AI-based
analyses of extensive medical records. Intelligent assistance systems, care robots,
and medical wearables significantly contribute to patient care by providing assis-
tance, monitoring vital signs, and facilitating continuous assessment of chronic
conditions [41]. Simultaneously with the increasing importance of AI in medicine,
XAI in the medical domain becomes crucial, particularly with the certification
of medical AI products in mind. While AI systems can be technically researched
and developed proficiently, their effectiveness in medical practice hinges on the
acceptance and utilization by medical personnel. To achieve this acceptance and
trust, and for several other reasons discussed in this paper, a broad research
landscape on XAI has emerged.

However, within the extensively explored field of XAI in medicine, a criti-
cal gap exists: the need for comprehensive social science research to understand
explainability. We believe that this is due to the unavailability of an applica-
ble, specifiable framework that provides social science methods to capture the
necessary perspectives.

While considerable attention has been paid to unraveling the technical intri-
cacies of AI models, there is limited understanding of how stakeholders, including
physicians, patients, healthcare personnel, and medical decision-makers, perceive
and interpret explainability. It is critical to understand how these stakeholders
engage with explained information, foster trust, influence decision-making, and
address potential concerns associated with the use of AI. While this concern is
also recognized in technical literature [3,30], there is often a lack of method-
ological framework or easily accessible guidance on how such consideration of
perspectives can happen.

In this context, this interdisciplinary paper aims to identify a framework
that can help technical XAI research integrate social science methods. To this
end, we will first outline the state of research on XAI in the medical domain
while identifying a significant research gap - the social science exploration of
the multifaceted understanding of explainability across different stakeholders.
By delving into these dimensions, the study not only contributes to technical
explanations, but also sheds light on the human and social dynamics essential
for the effective integration of AI into medical practice.

In the context of our overarching goal, this paper is structured to unfold
a comprehensive exploration of XAI. We commence with an insightful review
of Related Work, dividing our examination into two disciplines: XAI in Social
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Science (2.1) and XAI in Computer Science (2.2). Following this contextual-
ization, our primary objective (3) is to present the STXIF, a framework for
interdisciplinary XAI studies seamlessly integrating technical advancements with
socio-scientific methodologies. This framework provides a nuanced approach for
use-case-specific applications. Moving forward, we detail the components of the
STXIF, namely the XAI Compass (3.2), Policy Analysis (3.3), and Scenario-
based Focus Group Discussions (3.4). Subsequently, we shift our focus to the
practical application of the STXIF, exemplifying its utility through a case study
in the field of medical diagnostics under Empirical Results (4). This practical
exercise illustrates the framework’s adaptability in a real-world scenario. Con-
currently, we engage in a discussion on the handling of empirical results within
a specific use case (4.2). Finally, our exploration concludes with a reflection on
Limitations and an Outlook for future research endeavors (5).

2 Current State of Research

2.1 XAI in Social Science

The socio-scientific exploration of XAI has gained substantial prominence in
recent years. While technical advancements in the development of AI systems
have achieved remarkable strides, the social, ethical, and psychological facets
tied to integrating these technologies are of paramount importance. Johs et
al. emphasize in “Explainable artificial intelligence and social science: Further
insights for qualitative investigation” the role of social sciences in XAI research,
especially qualitative investigations and user studies [19]. Schmid and Wrede
highlight in “What is missing in XAI so far? - An Interdisciplinary Perspec-
tive” the need for an integrated interdisciplinary approach based on, not only
technical, but on psychological, linguistic and sociological theories [38]. In the
discourse, the paper of Miller “Explanations in Artificial Intelligence: Insights
from the Social Sciences”, emerges as a significant literature review that lever-
ages socio-scientific concepts to transpose insights from a top-down approach
onto the evolution of XAI [29]. Miller’s paper underscores that explanations
within AI systems do not merely resolve technical challenges but also poten-
tially cultivate user trust and acceptance. The paper accentuates the role of
social sciences in investigating human interactions with AI systems, elucidating
how individuals perceive, interpret, and respond to AI decisions. Miller draws
upon socio-scientific concepts to engender crucial insights.

In his influential work, Miller highlights the importance of employing con-
trastive “Why” questions, shedding light on their essential role in enhancing
the quality of explanations within AI systems. His emphasis on the part of
these questions underscores their ability to provide deeper and more meaning-
ful insights into AI decision-making processes, contributing significantly to the
user’s comprehension and trust in these systems. Miller argues that probabilities
in explanations take a backseat to causal references. He asserts that while prob-
abilities may provide statistical information, causal explanations offer a more
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robust foundation for users to comprehend AI decisions. Moreover, Miller con-
tends that AI systems’ explanations are inherently social, forming an integral
part of a larger conversation or interaction. He posits that these explanations are
not static, isolated entities but dynamic components that evolve through ongo-
ing dialogues between users and AI systems. Recognizing this social dimension
is vital for understanding how AI explanations are perceived and integrated into
real-world contexts, especially within the medical field.

Miller’s work has profoundly impacted the field of socio-scientific research in
XAI. It has been cited thousands of times, signifying its importance and influence
in shaping the discourse. However, it’s worth noting that many of these citations,
like Miller himself, do not provide concrete methods of how to reconcile social
science findings with the technical research of XAI. In the medical realm of XAI
application, studies have commenced to probe into the social ramifications and
human responses to AI decisions. Researchers have explored how physicians and
medical personnel react to explanations provided by AI-based diagnoses, and
how such reactions influence their decision-making processes. These studies have
unveiled that the acceptance and trust in AI systems are significantly contingent
upon the quality and comprehensibility of the explanations furnished. However,
they are typically conducted either by technical researchers lacking expertise in
social science methodologies (cf. [29], p.2) or by social scientists whose insights
face challenges in resonating within the XAI discourse. Our paper aims to bridge
this gap. For this reason, we will next look at XAI in Computer Science.

2.2 XAI in Computer Science

Driven by the increasing complexity and opacity of ML models, which, despite
their high predictive performance, often offer little insight into the underly-
ing decision-making processes, there is a push to enhance the comprehensibility
of these systems for various users through suitable interpretation mechanisms.
Given the rapidly growing research field, numerous comprehensive reviews exist
in the literature. While the work of [43] focuses on terminological nuances of the
research area, the works of [4,5,9,37,39] propose possible taxonomies.

A central topic in technical XAI research is the balance between the per-
formance of ML models, such as predictive accuracy, speed, and resource con-
sumption, and their explainability. In simplified terms, more complex models
often promise higher predictive accuracy but tend to be less transparent and,
thus, harder to interpret. Interpretable machine learning is a field closely related
to XAI, relevant because it technically contributes as the basis for many XAI
concepts. Due to the plethora of methods published in recent years, there are
also extensive compilations on this [3,30].

Typically, approaches are differentiated between ante-hoc, intrinsically
explainable models, corresponding to the Explainable-by-Model Design
paradigm [36], and post-hoc. The latter includes methods to provide insights
into a black-box model’s workings after being trained. Techniques like Layer-
Wise Relevance Propagation [6], Local Interpretable Model-agnostic Explana-
tions [34], and Shapley Additive Explanations [23] are prominent examples.
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These procedures are suitable for different model types and are generally char-
acterized as model-agnostic. Additionally, there are methods for specific model
architectures, such as Neural Networks, which create, for example, Pixel Attri-
bution Saliency Maps, including the Grad-CAM method [40]. Another possible
categorization is according to the scope of the explanation, whether it encom-
passes individual predictions (local) or the entire model (global). The results
computed by the methods can often result in statistical metrics, which technical
experts primarily use.

To address this dilemma, another part of technical XAI research explicitly
deals with the stakeholder perspective [15,22]. This area, for example, involves
visualization techniques aimed at translating complex model decisions into visu-
ally interpretable formats. Heatmaps, for instance, are used in image classifi-
cation systems to show which parts of a sample are crucial for classifying an
object.

Further, XAI research is viewed through the lens of HCI [13,31]. In this
sub-area, the concept of interactive explanations is gaining importance. These
approaches allow users to interact with the AI system through dialogues and
feedback loops, fostering an understanding of the model outputs [10]. In this
context, evaluating the explanations through appropriate methods and mea-
surable metrics is crucial in assessing the effectiveness and usefulness of vari-
ous approaches. Typically, the understandability, relevance, and accuracy of the
explanation are evaluated [32], which, according to the approach of Doshi-Velez
and Kim, can be determined concerning specific tasks and either through human
or non-human input [12].

Even though the technical XAI discourse engages with and recognizes the
importance of stakeholder perspectives, integrating these perspectives often hap-
pens through interviews or quantitative feedback, which would benefit from qual-
itative social research and a more accurate social science methodology. Especially
in recent years, XAI has especially become a discipline in its own right from a
technical perspective, underscoring the need for a methodical and careful app-
roach to investigations in the interdisciplinary area of XAI research.

3 The SocioTechXAI Integration Framework

3.1 Overview of the Framework

As the field of XAI experiences the participation of diverse actors, insights from
a social science perspective become imperative [29]. Although technical facets
of AI models are widely explored, there is often limited socio-scientific research
on the perceptions of their explainability by the specific, relevant stakeholders
that are heard in the technical XAI discourse. We believe that this is due to the
unavailability of an applicable, specifiable framework that provides social science
methods to capture the necessary perspectives.

We have identified a substantial research gap in the existing corpus of lit-
erature, as shown in 2.1. Miller’s research approach, which we characterize as
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“top-down”, has transposed insights from social sciences onto the technologi-
cal development of XAI. In contrast, our research strategy, which aligns with a
“bottom-up” perspective, endeavors to invert the application of socio-scientific
methods from end-users to the developmental stage. Within our approach, we
seek to delve into the perceptions and understandings of various stakeholders.
Our socio-scientific methodology commences at the level of individual stakehold-
ers, capturing their viewpoints on the goals of explainability of AI systems. This
approach facilitates a more profound, contextually nuanced analysis, ushering
novel perspectives to fathom what these stakeholders expect from the explana-
tions provided by AI systems, what they understand them, and, most impor-
tantly, what goals they associate with them.

By addressing this research lacuna and employing a “bottom-up” methodol-
ogy, our paper strives to encapsulate not only the technical challenges of XAI but
also the social realities of those directly impacted by these systems. This con-
tributes to rendering XAI implementation more effective, fostering user accep-
tance and trust [28], thereby establishing a more harmonious fusion of advanced
technology and human experience.

To this end, we introduce our STXIF, which integrates technical insights with
social science studies. This approach bridges the gap by aligning XAI method-
ologies with user needs. STXIF encompasses three main components:

1) Our visual instrument, the XAI Compass, is derived from the state of the art
of technical research on XAI. Inspired by Hong et al., this compass delineates
three distinct stakeholder groups: Model Consumers, Model Builders, and
Model Breakers [17].

2) In the second step, we delve into the policy perspective, i.e., the perspective
of the model breaker. This step requires customization based on the specific
location. Given that our analysis is conducted in Germany, we scrutinize the
EU AI Act recently approved by Germany.

3) To capture the perspectives of model consumers and model builders, we
propose, in a tertiary step, conducting two scenario-based focus group dis-
cussions. This method also should be tailored to specific use cases.

3.2 XAI Compass

Establishing a common foundation for the application of our socio-scientific
methods, we initiate with a conceptual and technical perspective. To this end,
we have devised a visual tool, shown in Fig. 1 termed the XAI Compass - a
meticulously crafted schematic representation inspired by the 3× 3 organization
of roles, phases, and objectives proposed in [17]. This compass systematically
structures the respective aspects, depicting three distinct stakeholder groups:
Model Consumers, Model Builders, and Model Breakers.

The innermost layer categorizes stakeholders across the AI ecosystem. Model
Builders, primarily data scientists and engineers, craft AI models. Model Break-
ers include e.g. domain experts who act as evaluators or auditors, as well as
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Fig. 1. The XAI Compass. This visual tool is one of three main components of STXIF
and provides a holistic view of roles, phases and objectives at XAI.

applicable guidelines or regulations from ethicists or policymakers. Model Con-
sumers are those who encounter or are indirectly affected by the AI system as
end-users.

The middle layer outlines common AI lifecycle stages. While the individual
tasks in a pipeline vary for each domain and use case, there are three main phases:
Conceptualization and Development, Release and Deployment, and Operation
and Maintenance. The XAI Compass emphasizes the mostly iterative nature
of these processes. Moving counterclockwise between the role and phase layers
reveals three important feedback mechanisms that have a technical and socio-
logical impact on XAI: experimentation, feedback, and requirements.

The outer layer outlines objectives for XAI applications. For model debug-
ging and optimization, technical methods are utilized to guarantee error-free AI
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performance and achieve desired outcomes. While Model Builders often use
model interpretations for problem identification and prediction communication
[16,20], other stakeholders seek to translate complex AI operations into compre-
hensible insights.

The XAI Compass is derived from the current state of technical research
and encapsulates the technical discourse prevalent in XAI research. While we
draw on the technical domain of XAI research, we intend to augment it with
socio-scientific empirical studies. Thus, we specifically reference the delineation
of actors into model breaker, model consumer, and model builder, as well as
the outermost layer representing the actors’ objectives of XAI. We contend that
the Compass and the articulated objectives serve as valuable tools for a better
understanding of the focal concerns of XAI stakeholders. Nevertheless, concepts
such as meaning, acceptance, etc., may be perceived as buzzwords, lacking clarity
regarding their specific implications in a given use case. These buzzwords can
be imbued with meaning through our second and third steps, i.e., through our
qualitative socio-scientific methods, aiming for a more nuanced application of
XAI.

3.3 Policy Analysis

In the second step of our framework, we turn our attention to the policy per-
spective. As mentioned above, our second step is location-specific and may need
adaptation accordingly. To grasp the viewpoint of model breakers, we analyze the
current version of the EU AI Regulation [2] to comprehend the understanding,
guidelines, and objectives of explainable AI from a political standpoint.

The EU AI Act, or the Regulation on Artificial Intelligence, constitutes a
legislative initiative by the European Union aimed at establishing clear ethi-
cal standards and regulations for the deployment of Artificial Intelligence. It is
aimed at making the EU a world-class hub for AI and ensuring that AI is human
and trustworthy [1] and considered one of the most influential advancements in
AI regulation to date [14,33]. This regulatory framework focuses particularly on
high-risk AI systems and underscores the importance of transparency, account-
able AI development, as well as data protection and privacy. The regulation seeks
to strike a balanced approach between fostering innovation and safeguarding citi-
zens’ fundamental rights and values, contributing significantly to the responsible
and sustainable use of AI within the European Union.

However, XAI has received minimal attention thus far. The term “explain-
ability” does not appear at all, and “explainable” is mentioned only once. Here,
we posit that this dearth of attention is attributable to the fact that the XAI
discourse predominantly navigates within distinct technical boundaries. Never-
theless, requirements for XAI can be derived from other directives within the
AI Act. We employ qualitative content analysis following Mayring [25,26](2010;
2014) to capture these requirements. In this analysis, our XAI Compass serves
as the category system (cf. [27], p. 693), guiding the analytical process. Through
this analysis, we anticipate gaining a policy perspective understanding of XAI,
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facilitating an implementation aligned with implicit demands on XAI within the
AI Act.

Specifically, this entails that the nine objectives of the Compass-Meaning,
Insights, Bias, Performance, Safety & Security, Learning, Compliance, Accep-
tance, and Curiosity-constitute the main categories of our analysis (cf. [27], p.
692), to which we have assigned specific passages from the EU AI Act. The
goal is to imbue these categories with context-specific meaning in the socio-
scientific methodological vocabulary corresponding to an explication, resembling
a hermeneutic approach but with a more rule-governed process (cf. [27], p. 696).
For this purpose, we conduct our software-assisted qualitative analysis of the EU
AI Act using MAXQDA. MAXQDA is an analytical tool enabling the manual
categorization of passages, the analysis of combinations of categories, the quan-
tification and visualization of relationships between categories, and the annota-
tion of data with notes and comments. The results of applying the framework
in the policy perspective on the AI Act are described in 4.1.

3.4 Scenario-Based Focus Group Discussions

Our contribution aims not only to comprehend the technical and policy intrica-
cies of XAI but also to explore the social realities confronted by those directly
affected by these systems. Accordingly, in a third step, we advocate for imple-
menting two scenario-based focus group discussions: one involving model con-
sumers and the other model builders. This method should be customized to
specific use cases. Our scenario-based focus group discussions were executed
within a real application context in medical diagnostics, specifically in the realm
of cardiology diagnostics. We then analyzed the collected data using qualitative
content analysis, again using the XAI Compass as a category system as described
in 3.3.

The focus group methodology is a group interview, usually consisting of five
to eight participants and one facilitator. Using focus groups, a variety of infor-
mation can be obtained within a social context, which means that, as a salient
feature, the interaction between the interviewees is part of the research data
[35]. Since people’s knowledge and opinions are not always conveyed in well-
thought-out statements, it is useful for people to have the chance to use forms of
day-to-day communication like anecdotes, jokes, teasing, and arguing, as well as
humor and irony. Another advantage is that using focus groups does not discrim-
inate against people who cannot read or write, as well as people reluctant to be
interviewed alone [21]. Robinson points out that focus groups can be instrumen-
tal in healthcare settings, i.e., in evaluating the quality of hospitals and health
services or assessing the effectiveness of specific medical programs or tools [35].

Furthermore, [18] argue that focus groups are the most common methods
used for qualitative research in XAI alongside interviews and observations. [7]
conducted a focus group interview with three clinicians and three developers
to design an XAI solution for a clinical decision support system. [44] used two
focus groups consisting of data scientists and researchers to evaluate a design
framework of a software for explainable feature selection. Using scenarios makes
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it easier for the interviewees to understand the different dimensions and nuances
of the technologies to be discussed. For our case, it was more useful to include
clear and realistic application scenarios based on empirical research rather than
exaggerated or futuristic scenarios [8].

In our use case, the model consumers consisted of medical professionals.
The model builders were represented by AI developers with expertise in data
science. The tool around which the use case revolved is an AI-based 12-lead
ECG Electrocardiography (ECG) device. While its basic function, the recording
of ECGs, is no different from a conventional ECG device, the distinguishing
factor here is the additional use of AI technology. In our case, the model builders
had little to no knowledge about ECGs but high AI knowledge, and the model
consumers had moderate knowledge of ECGs but low knowledge of AI.

Both group discussions consisted of an introduction, followed by a discussion
of the three respective scenarios, and a final debate. For each scenario, the par-
ticipants were given approximately 20 min to discuss. In the first scenario, the
device records an ECG and transmits it to the AI. The AI then provides a diag-
nosis (in this case, PVC, premature ventricular contraction) with no additional
information or explanations, as described in. The question the interviewees were
asked to discuss was, “What are your thoughts on the presented AI-based 12-
lead ECG device?”. In the second scenario, additional information was provided.
Firstly, a probability was given that indicates how certain the AI is in its diag-
nosis. Second, a visual explanation was given using a color code indicated in
the ECG image as shown in [42]. The discussion question for this scenario was,
“What are your thoughts on this expansion?”. The third scenario extended the
second one with some more information:

1. Participants were given five more Test-ECGs, all classified with the same
diagnosis.

2. The color code was extended from one color to two colors, one indicating sec-
tions that contribute negatively to the diagnosis and one indicating sections
that contribute positively to the diagnosis.

3. Those sections were also presented as bar charts, which further increased the
local explanation of this particular sample.

After presenting the changes, the same question as in the second scenario was
discussed. The discussions were recorded, transcribed, and qualitatively analyzed
using the method described in Sect. 3.3.

4 Empirical Results

After introducing the framework and the social science methods in the previous
chapter, this section aims to present the results of our particular applications.
Specifically, we focus on applying qualitative content analysis to the policy per-
spective of the EU AI Act and the qualitative content analysis applied to our two
scenario-based focus group discussions in medical diagnostics. The objective of
this chapter is twofold: firstly, to provide insights into how XAI is understood and
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negotiated by these stakeholders, contributing to the interdisciplinary research
and implementation of XAI in medical diagnostics. Secondly, this chapter can
be read as an illustrative example of the outcomes achievable when applying our
framework. Following the presentation of results, we discuss potential next steps
based on the findings.

4.1 EU AI Act

In this section, we present the findings of our analysis of the policy perspective,
where we aimed to infuse a more comprehensible and use-case-specific meaning
into the nine goals outlined in the XAI Compass through a qualitative content
analysis of the EU AI Act as described in 3.3. We began by utilizing the XAI
Compass goals as primary categories for our analysis. The intention was to asso-
ciate these categories with specific passages in the EU AI Act, establish sub-
categories, identify connections, and conduct quantitative considerations. Our
analysis exposed several noteworthy observations.

Firstly, the categories Curiosity and Learning were not discernible in the
EU AI Act. We attribute this absence to the Acts’s specific policy perspective,
primarily focused on guidelines for responsible AI technologies and risk avoid-
ance. Concepts such as creating XAI for curiosity or pursuing (e.g., medical)
knowledge expansion, which falls under Learning, do not align with the Act’s
objectives.

We successfully assigned text passages from the Act to the remaining seven
XAI Compass goals. Thus, we better understand their meaning from a political
perspective. After coding, we looked at the text passages assigned to a category
and discussed the connections and meanings. The main findings are presented
here.

From the policy perspective, Insights were identified as arising through mon-
itoring the operations of AI systems, automatic recording of errors, and techni-
cal documentation. Performance was discussed in terms of the conformity of the
anticipated procedures or processes. Notably, both categories were described and
treated in a highly technical manner, with limited emphasis on values, reasons,
or a specific context. Consequently, when Insights were attributed to a specific
purpose and context, it often transformed into the analysis-category of Mean-
ing. For instance, if the aim of Insights is to enable specific users to interpret
the system’s output or recognize the knowledge boundaries of AI, it becomes
more context-specific and user-oriented, falling under the category of Meaning.
A related insight from our analysis is that within the technical XAI discourse
represented by our Compass, different goals may imply the same or very similar
technical processes. The implication for developing and implementing AI sys-
tems might be that well-considered, subtle practical variations cover different
policy goals.

A specific purpose frequently addressed in the EU AI Act, also represented in
our Compass, is the purpose of XAI to detect or minimize Bias. This perspective
highlights a strong connection between XAI and bias, a relationship also reflected
in the literature [24]. For example, XAI could be used to uncover bias in data
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sets and provide epistemological insights into individual and collective bias, as
well as raise awareness of bias in general and stimulate debate about how to
deal with it. However, if this opportunity is not seized, and bias in AI systems
remains invisible or even obscured by XAI, there is a risk that bias will become
entrenched in society. From a risk perspective, the EU AI Act tends to emphasize
the second side.

Acceptance as a goal of XAI was closely linked to the category of Trust.
Trust, in turn, was often mentioned in connection with a potential conformity
assessment to ensure trust and acceptance. Trust and acceptance, however, are
not treated as standalone goals. They were mentioned, for example, as instru-
ments to place AI systems on the market or implement them in their respective
fields of application.

Not surprisingly, for a regulatory framework proposal, the factor of Com-
pliance was also duly acknowledged. Compliance in the context of XAI was
discerned in terms of standardization processes and effective legal remedies for
affected individuals, often mentioned in the context of damage that had already
occurred. The category of Safety & Security emerged as the most prevalent in
our analysis, given the Act’s foundational reliance on a “risk methodology”.
Definitions and categories provided in the Act aimed to classify AI systems into
specific risk factors. The proposed “risk management system” ( [2], Article 9)
can be perceived as closely connected to the requirements for XAI, especially
when considering XAI within the research field of technology assessments (TA).
Integrating XAI into TA merits further investigation, constituting a potential
area for future research.

A crucial revelation during our analysis was the distinction between instru-
mental and standalone goals of XAI. The EU AI Act treated Acceptance and
Trust as instrumental values, serving as instruments to facilitate the implemen-
tation of AI systems. Goals such as Insights and Performance, on the other
hand, were further subordinated to other instrumental goals. In contrast, Safety
& Security was acknowledged as a standalone goal. This distinction can help
with use-case specific research of XAI to create a hierarchy that is helpful for
implementation.

4.2 Developers and Medical Professionals in Cardiology Diagnostics

In this section, we present the results of our analysis of scenario-based Focus
Group Discussions. Following the approach outlined in Sect. 3.4, we conducted
a qualitative content analysis, with the nine goals outlined in the XAI Compass
serving as our primary analytical categories. The overarching objective was to
enhance the understanding and application of XAI from the perspectives of
Model Consumers and Model Builders. Explicitly, this involved analyzing which
goals from our compass emerged in the discussions and examining the nuanced
understanding of these goals.

The main points the Model Consumers of AI systems, i.e., medical profes-
sionals, discussed throughout the discussion were Aspects of Acceptance and
Meaning. If they were using an AI-supported ECG tool in a clinical context,
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they wanted to know how the AI found its way to the diagnosis and based on
what kind of (and how much) data the AI was trained. All that information was
missing in the first scenario and was only partly added in the second and third
scenarios. They emphasized that AI could provide a second opinion, especially in
difficult cases, but it should not be relied on blindly. Another important aspect
was the need for a clear and unambiguous presentation of results: It should be
in the right place (e.g., not right next to the medically irrelevant SampleID); if
used, abbreviations must be comprehensible and unmistakable; and there should
only be relevant, and not too much information displayed. Here, an important
connection between user design / user interface and XAI becomes clear from a
consumer perspective. These aspects also relate to aspects of Safety & Security,
as in an acute situation only the information relevant to a rapid diagnosis count.
In the third scenario, it was emphasized that although the additional data is
mostly redundant for an acute diagnosis, it can be very helpful for further prac-
tical training and Learning environments.

The Model Breakers, i.e., the developers, also complained about missing or
unclear information in the first and second scenario. This was formulated some-
what more technically, such as the scaling of the ECG-image, font sizes or deci-
mal places, but focused also on information about the training procedure and the
data quality and quantity used for AI-training. The selected Test-ECGs added in
the third scenario appeared to be a bit random for the data scientists since their
lack of medical knowledge made it hard for them to identify similarities to the
original ECG. Thinking about the Acceptance of end users (model consumers),
they sometimes switched between talking about medical staff and patients: While
the display of additional ECGs might help medical staff to understand the AIs
findings better, it may confuse the patients and even lead to a loss of Trust in
the model. This need to empathize with the end-user perspective and connect
it to their expectations, knowledge, and processes reinforces our intention for
this paper. In contrast to the model consumers, the model builders also men-
tioned legal aspects (Compliance), such as international standards, certificates,
or state-of-the-art specifications.

Comparing the findings from our focus groups to the AI Compass Goals,
some aspects were more intensively discussed than others. However, a notable
finding was that both groups extensively deliberated on the goal of achieving
end-user acceptance of the AI system. To attain this objective of XAI, there was
a consensus that it is crucial to elucidate how the AI arrived at its conclusions,
coupled with a transparent and comprehensible presentation of the underlying
training data. Both groups implicitly expressed the desire to find Meaning behind
the AI system, more on a behavioral than purely technical level. Thus, if a
hierarchy, as in 4.1, is to be presented here again, acceptance is discussed as
a standalone goal and meaning as an instrumental goal to achieve acceptance.
Aspects of Safety & Security were not central but were mentioned a few times,
especially concerning situations with highly pathological ECGs or complicated
diagnoses. Legal aspects did not play a role in the model consumer focus group,
while for the model builders, it was relevant in the context of uniformity and
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comparability of systems on an official, ideally national, or even global level.
This difference in prioritization and the associated perception of responsibility
is very interesting to see. Aspects of Learning did not play a role for the model
builders, while for the model consumers, especially the additional information
given in the third scenario was relevant for potential further learning processes
and trainings of medical staff. Aspects relating to Bias were scarcely or not at all
discussed in both focus groups. While it could be argued that bias plays a rather
unimportant role in the design of the use case behind, for example, presentation
features or the amount of information given, this observation could also indicate
that direct involvement of the actors narrows the view and that aspects such as
bias are more prominently discussed only from a certain distance.

4.3 Discussion

Our study, the application of our STXIF framework, successfully provided
nuanced interpretations of the goals of the XAI Compass from three different
perspectives: the perspective of the model breakers, i.e., the political perspective,
the perspective of the model consumers, in this case, the medical professionals,
and the perspective of the model builders, i.e., the developers. Our analysis sheds
light on the nuanced relationships and overlaps among different goals within the
technical XAI discourse represented by our Compass. The implication is that
seemingly distinct goals in the XAI Compass when analyzed in the context of
specific use cases and perspectives, can converge or share substantial similarities.
This understanding allows for a more flexible and adaptive approach to devel-
oping XAI, where minor adjustments or variations in implementation strategies
can effectively address diverse and interconnected goals. In essence, our findings
emphasize the need for a contextualized interpretation of XAI goals, where the
intricate interplay of objectives can be navigated through tailored and pragmatic
applications within specific domains.

Our differentiation between instrumental and standalone objectives of XAI
not only contributes to a nuanced understanding of their interrelations but also
offers practical advantages for development and implementation. By recogniz-
ing instrumental goals like Acceptance and Trust as instruments to facilitate the
implementation of AI systems, developers gain insights into how these goals serve
as pivotal means for market placement and field deployment. This hierarchical
framework thus provides a roadmap for developers to navigate the complex land-
scape of XAI, ensuring a more targeted and effective implementation that aligns
with overarching goals.

In the context of our focus on medical diagnostics, certain recommendations
emerged. Firstly, the limited emphasis on Bias, particularly in projects closer
to practical application than research initiatives, underscores the challenges in
balancing the value of all available data with the complexities of data acquisition
efforts. Practical projects often prioritize data accessibility, making issues of bias
appear less prominent. Moreover, the questions posed by model consumers and
builders suggest a desire for causal explanations as elaborated by Miller described
in 2.1. Comparing these inquiries with existing literature on causal explanations
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in medical contexts can provide valuable insights for improving XAI systems
in the medical domain. The clear connection between user interface design and
XAI, emphasized by medical professionals, highlights the importance of cross-
cutting research between these two areas to improve the interpretability and
acceptability of AI systems in the clinical setting. Additionally, the potential
for continuous learning by medical professionals through interaction with XAI
systems suggests avenues for further exploration. Understanding how XAI can
contribute to the ongoing education and learning of healthcare practitioners
represents a valuable area for future research.

Our findings hold practical implications for the development and implemen-
tation of XAI in real-world applications, particularly in the critical domain of
medical diagnostics. The nuanced perspectives provided by model breakers, con-
sumers, and builders offer valuable insights for tailoring XAI systems to meet
stakeholders’ diverse needs and expectations. These findings align with the focus
of the Human-Computer Interaction International Conference, emphasizing the
importance of human-centric design and usability in interactive systems.

5 Limitations and Outlook

In this study, we have introduced the STXIF, a contribution to bridging the gap
between the XAI discourse and social science research. By creating this frame-
work, we hope to successfully contribute to making XAI more applicable and
interdisciplinary. Based on the XAI Compass, the STXIF enhances the concep-
tual understanding and application of XAI in real-world scenarios and addresses
the complex interplay of technical, social, and ethical considerations.

Despite the contributions of this study, it is crucial to recognize inherent
limitations. The categories embedded in the XAI Compass, while providing a
comprehensive starting point, may not perfectly align with the multifaceted
realities of XAI deployment. As with any deductive research approach, predefined
categories might not fully capture the complexity of the observed reality, and
unexplored factors lying outside the compass remain unanalyzed.

Additionally, STXIF primarily derives from the XAI discourse, which is occa-
sionally criticized for its unilateral focus [11]. While we acknowledge this limita-
tion, we intend to provide a pragmatic application-oriented tool. STXIF does not
claim to represent all aspects comprehensively, but rather, it serves as a struc-
tured starting point for interdisciplinary investigations, which has its foundation
in technical considerations.

Looking ahead, STXIF holds promise for diverse applications across various
disciplines and scenarios. Its unique strength lies in the flexibility to tailor the
XAI Compass to the specific requirements of different use cases. This paper
focused on the EU AI Act as a concrete policy context. However, the STXIF’s
adaptability allows it to accommodate different policy frameworks and emerging
regulations, making it relevant in a rapidly evolving landscape. By integrating
social science methodologies into the XAI discourse, our approach addresses the
demand for a more holistic understanding of XAI within the HCI community.
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We envisage that the STXIF will facilitate more informed and ethically grounded
XAI implementations, fostering a collaborative dialogue between technical and
social perspectives.
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Abstract. Efficient data sorting remains a significant challenge when
faced with unknown object characteristics or appearances. Unsuper-
vised learning struggles with contextual nuances and subjective human
perspectives, complicating the sorting process. In this paper, we pro-
pose a novel semi-supervised algorithm merging deep feature extraction,
density-based clustering, and user feedback to address this complexity.

Our approach utilizes a deep feature extractor, followed by dimension-
ality reduction techniques for refined features. User feedback, collected
through intuitive queries, aids clustering by applying cluster splitting,
merging, and outlier assignment. The resulting labels are then used to
train a multi-class support vector machine in the original feature space.
We demonstrate how little user feedback reduces classification errors on
unseen data by up to 75 % raising classification accuracy to nearly 90 %.

We demonstrate the algorithm’s potential through a screw sorting
demonstrator, showcasing its adaptability and efficacy in real-world sce-
narios. The proposed system, with its intuitive user interface, minimizes
interactions while advancing knowledge. The integration of user feedback
ensures precise object sorting, emphasizing the algorithm’s versatility
across diverse image datasets and real-world applications.

Keywords: Semi-supervised Clustering · Deep Feature Extraction ·
Object Sorting

1 Introduction

In the dynamic landscape of industries such as logistics, recycling, and manu-
facturing, the demand for efficient data sorting persists as a critical operational
challenge. The intricacy intensifies when faced with unfamiliar object charac-
teristics or appearances, posing a significant hurdle for traditional unsupervised
learning approaches [3]. Addressing this complexity requires innovative strate-
gies that not only leverage the power of deep feature extraction and clustering
but also incorporate the valuable insights of human intuition and contextual
information.
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Prior studies often relied on truncated Convolutional Neural Network archi-
tectures like ResNet, trained on extensive labeled image datasets like ImageNet
[5,9,10]. Despite the breadth of these datasets, intra-class feature differentiation
remains insufficient. This limitation proves troublesome, particularly in indus-
trial applications where objects may fall into classes treated as a single entity
during training or were entirely absent from the dataset. Additionally, features
extracted by a truncated network trained in this manner tend to be overly spe-
cialized for the classes present in the dataset. To overcome these challenges, we
adopt a transformer model for feature extraction. This model has undergone
self-supervised training on hundreds of millions of internet images.

Human domain or expert knowledge is often incorporated into other semi-
supervised learning algorithms through semi-supervised variants of well-known
clustering algorithms [1]. These variants rely on pairwise constraints or pre-
defined labels established by a human prior to the actual clustering process.
However, this approach presents the user with a vast amount of unordered data
and requires a relatively high level of user interactions.

Our approach involves HDBSCAN clustering based on the extracted and
reduced image features, allowing users to refine clusters through subsequent
queries. Through proposals for cluster splitting, merging, and outlier assign-
ment, we strive to extract maximum information about the user’s intentions
with minimal interactions.

Our contributions to the task of semi-supervised sorting of unknown images
are as follows:

1. A novel sorting algorithm that integrates deep feature extraction, feature
reduction, and density-based clustering, effectively incorporating user feed-
back.

2. An intuitive user interface designed to minimize interactions while maximiz-
ing knowledge gain through straightforward queries presented to the user.

3. Extensive evaluation of our algorithm on two datasets tailored for this prob-
lem, featuring three distinct use cases each.

In Sect. 2, we provide a detailed introduction to the network architectures,
algorithms, and methods drawn from diverse references that underpin our
research. Section 3 delves into the details of our algorithm, which represents
a combination of those methods integrated with our sophisticated user inter-
face. Subsequently, Sect. 4 unveils our evaluation methods, the created datasets
involving multiple use-cases, and presents our key findings which will be further
discussed in Sect. 5.

2 Related Work

In our approach, we leverage techniques and models for deep feature extrac-
tion and clustering. Additionally, we adapt existing semi-supervised clustering
concepts for our purpose, briefly described in this section.
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2.1 DINOv2

For feature extraction, we utilize the ViT-L/14 Vision Transformer encoder
model from the DINOv2 family [8]. Following the trend in NLP, the authors
propose a method to pre-train large vision models on diverse and curated data
in a self-supervised fashion, resulting in encoder models that produce effective
general-purpose visual features. These features work out of the box without
fine-tuning on various image distributions and tasks, surpassing the previous
best general-purpose features of OpenCLIP on most benchmarks. We use the
1024-dimensional output feature vector of the classification (CLS-) token.

2.2 HDBSCAN

For clustering, we employ hierarchical density-based clustering (HDBSCAN),
an extension of DBSCAN and OPTICS [7]. In density-based clustering, clusters
are considered areas of high density separated by areas of low density, allowing
for clusters of any shape. HDBSCAN performs DBSCAN over different epsilon
values to find the clustering with maximum stability. This enables HDBSCAN to
separate clusters of varying densities and better separate nested clusters, while
being more robust to parameter selection.

2.3 Semi-supervised Clustering

Semi-supervised clustering is a technique combining semi-supervised learning
and clustering analysis [4]. It incorporates given information such as class labels
and pairwise constraints into clustering to guide the clustering process and
improve the performance. These information usually is injected prior to clus-
tering. There are, however, some approaches which experimented with more
sequential processes [2]. In these algorithms clustering and user feedback are
alternated until the result of the semi-supervised clustering algorithm is satisfy-
ing.

3 Our Approach

The proposed algorithm comprises various components and steps outlined and
detailed in this section. The overall goal is to categorize an image dataset of
unknown objects into multiple categories according to specific criteria. Initially,
we extract representative semantic features from each image and reduce these
features to two-dimensional space for visualization and noise reduction. A clus-
tering algorithm is then applied to obtain initial sorting proposals. Subsequently,
users are presented with queries that determine the splitting and merging of
suggested clusters. This feedback refines both the existing clustering and the
classification of future unknown data. The detailed process is as follows:
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We use the transformer model presented in Sect. 2.1 to extract a 1024-
component feature vector for each 224 × 224 × 3 image. These features exhibit
expressiveness across a diverse range of images due to the self-supervised train-
ing method. To reduce noise and enable visualization, the vectors are reduced
to two dimensions using the t-SNE algorithm [6].

Following this, preliminary cluster memberships are suggested by hierarchi-
cal density-based clustering (see Sect. 2.2) based on the reduced features. In
contrast to previous approaches, we have found it beneficial to incorporate user
feedback after the initial cluster proposals, rather than defining constraints or
labels beforehand. This approach is motivated by the recognition that presenting
individuals with potentially hundreds of images can be overwhelming, demand-
ing substantial concentration and time. Instead, our strategy involves initially
attempting to identify and split clusters that may be inconsistent and encompass
multiple classes. For each cluster, we estimate a density based on a Gaussian ker-
nel and apply sub-clustering for clusters with low density to generate splitting
proposals.

To minimize user interaction, splitting proposals are prioritized by consid-
ering the relative split ratio, cluster size, and the respective cluster density, as
formulated in Eq. 1. Clusters with low density take precedence, given their higher
likelihood of contamination, as indicated by the third addend in the equation,
where δc represents a cluster’s density, and λ2 is a weighting factor. Additionally,
clusters with a greater number of data points, along with sub-cluster proposals
that evenly divide the original clusters, have a more substantial impact on clas-
sification accuracy. This is depicted by the two other addends in the equation,
where nc is the number of points in the original cluster, nsub is the count of
points in the proposed sub-cluster separated from the original cluster, and λ1 is
another weighting factor. In our experiments, we selected λ1 = λ2 = 0.02.

p =
(nc − nsub) × nsub

(nc

2 )2
+ λ1 × nc − λ2 × δc (1)

In practice, for each splitting query, the user is presented with one represen-
tative image for each of the two proposed sub-clusters. They are then required
to answer the question, “Would you consider both of the presented images to
belong to the same cluster?” If the answer is “yes,” the proposal is discarded,
and the original cluster is retained. If the answer is “no,” a follow-up query is
presented where the user sees two groups of images, representing the proposed
sub-clusters. They have the opportunity to click on individual images based on
their perception of cluster affiliation, thereby moving them to the other group
of images (refer to Fig. 1). After confirmation, the clusters are split accordingly.
Multiple sub-cluster proposals can be generated for each original cluster.

Cluster merging proposals are determined straightforwardly by calculating
distances between the closest k points of each cluster. These proposals are then
sorted based on their mean distance, with k set to 10. In practical application, the
user is presented with a random subset of four images for each of the two clusters
in a proposal. Their task is to decide whether these data points should belong to
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Fig. 1. Depiction of the proposed user interface, showcasing the query answering
sequence for cluster splitting and merging.

the same cluster. Finally, outliers that could not be assigned during HDBSCAN
clustering are either placed in the next closest cluster or can be assigned through
user queries. User interaction is limited by choosing between a few, moderate,
or many questions, resulting in 8, 16, or 24 queries, respectively. During testing,
half of the queries are dedicated to cluster splitting, and the other half to cluster
merging. Cluster splitting is always performed first, as it allows for recombining
the emerging sub-clusters in the merging step. The modified cluster labels are
then utilized to train a simple multi-class support vector machine (SVM) in the
original 1024-dimensional feature space. In contrast to density-based clustering
methods, this classification method allows for assigning labels to novel points
during testing.

4 Experimental Results

In this section, we delve into the outcomes of our experiments, providing a
comprehensive overview of key aspects that contributed to the success of our
algorithm. From the datasets utilized to the designed experimental setup, we
present detailed insights into our findings. The subsequent sections cover the raw
results, offering a quantitative assessment of our model’s performance. Finally,
we describe the practical implications with a real-world application, showcasing
the relevance of our work beyond theoretical considerations.

4.1 Datasets and Tasks

We assess the performance of our methods using two distinct datasets: screws
and vegetables, which cover diverse image features and applications. Addition-
ally, we construct three different types of tasks for each dataset to test the
algorithm, considering various characteristics of the items within each dataset,
such as size, material composition, and functionality. For instance, screws may
be categorized based on their size, shape, or intended use (woodworking, metal-
working). Similarly, vegetables can be categorized by size, type (root vegetables,
leafy greens), or culinary use (e.g., cooking methods).
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Dataset 1: Screw Dataset. The first dataset for the experiment consists of
362 screws and nuts of 19 different types (see Table 1). The screws have five
parameters to declare the dedicated class: screw length, screw thread diameter,
thread length, and the type of head. Nuts are less complex, with two main
parameters: thread diameter and outer shape, which is usually hexagonal.

Table 1. Screw dataset class overview along with label descriptions (published at
https://www.kaggle.com/datasets/dominicdtterer/screws-an-nuts).

ID Object Type Training Images Test Images

1 WS 65x5 FT CH 10 7

2 WS 55x6 PT CH 12 7

3 WS 40x7 FT HH 12 7

4 WS 40x7 PT HH 10 7

5 WS 60x8 PT HH 12 7

6 WS 40x10 FT HH 14 7

7 WS 100x5 PT HH 9 7

8 WS 45x5 FT CH 12 7

9 WS 55x6 FT CH 12 7

10 WS 20x4 FT PH 14 7

11 MS 40xM8 11 7

12 MS 20xM8 12 7

13 MS 40xM3 12 7

14 MS 25xM3 12 7

15 Nut M4 15 7

16 Nut M5 15 7

17 Nut M8 12 7

18 Head Nut M8 12 7

19 Nut M10 11 7

Sum 229 133

Short Description

MS Metal Screw

WS Wood Screw

FT Fully Threaded

PT Partially Threaded

CH Countersunk Head

PH Pan Head

HH Hex Head

https://www.kaggle.com/datasets/dominicdtterer/screws-an-nuts
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• Task 1: Sort the screws and nuts according to their 19 different types.
• Task 2: Coarsely sort the screws and nuts into 3 categories: Short screws,

long screws, and nuts independently of their type and application.
• Task 3: Sort the screws and nuts according to their application

(wood/metal), head (hex/pan), and length (short/long). Differentiate
between small and large nuts, resulting in 10 different classes.

Dataset 2: Vegetables Dataset. A second dataset with distinct features and
varied applications is used to further evaluate our method’s quality. The pre-
sented vegetable dataset consists of 500 images belonging to 14 different species:
Bean, Bitter Gourd, Bottle Gourd, Brinjal, Broccoli, Cabbage, Capsicum, Car-
rot, Cauliflower, Cucumber, Potato, Pumpkin, Radish, and Tomato. Similar to
Dataset 1, we provide three different tasks to the user:

• Task 1: Sort the vegetables according to their 14 different species.
• Task 2: Coarsely sort the vegetables into 2 classes: green and non-green

vegetables (where tomatoes are always considered non-green).
• Task 3: Sort the vegetables according to their plant family or type

(solanaceae, root vegetables, ...), resulting in 5 classes.

4.2 Experimental Setup

The primary objective of the developed system is to distinguish objects based
on user-defined criteria. Recognizing the subjective nature of object sorting, we
established three distinct categorization criteria for both the screws and veg-
etables datasets, creating three unique tasks for each (as detailed in Sect. 4.1).
Acknowledging potential variations in task difficulty, we average the results to
provide a more comprehensive overview of the performance improvement facili-
tated by user feedback.

For a given set of image data, features are extracted using the DINOv2 trans-
former model. Subsequently, we reduce the feature dimension to two and gener-
ate a robust initialization for the labels by clustering the reduced features using
HDBSCAN. The maximum number of clusters is capped at 30 by adjusting the
ε parameter accordingly. The quality of the clustering labels is evaluated using
the adjusted mutual information score (AMI) and compared to the ground truth
labels acquired based on the criteria of a specific task. Following this assessment,
we train a multi-class support vector machine (SVM) using the assigned labels
and the extracted features in the original feature space. The resulting accuracy,
tested on a set of unseen images, serves as our baseline for quantifying the accu-
racy gain facilitated by user feedback.

The subsequent step involves gathering user feedback to refine the automati-
cally generated initial labels. Users are instructed to respond to presented queries
based on a specific task, with options to answer either a few (8), moderate (16),
or many (24) questions, as outlined in Sect. 3. Each participant receives the same



344 P. Graf et al.

predefined clustering and initial queries to ensure statistical comparability of the
results. Subsequent queries may differ due to individual participant choices.

Following the incorporation of user feedback, the quality of the updated labels
is reevaluated using ground truth labels and the AMI score. Another SVM is then
trained using these refined labels. The resulting accuracy on test data reflects the
final performance of a single test case. This procedure is repeated for multiple
users across all tasks, datasets, and numbers of queries. Consequently, we can
ascertain the performance gain introduced by user feedback, depending on the
number of interactions, the desired classification granularity, and the dataset.
The entire process is shown schematically in Fig. 2.

Fig. 2. Illustration of the evaluation process presented as a comprehensive flow dia-
gram.

4.3 Results

For evaluation purposes, each query number category (i.e., 8, 16, and 24
queries) has been executed at least 10 times for each task and each dataset, as
described in Sect. 4.2. A total of 15 participants were involved in this process,
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Fig. 3. Visualization of reduced features extracted by the transformer model for
Dataset 1. Colors correspond to ground truth labels for tasks 1 (top right), 2 (bot-
tom left), and 3 (bottom right), alongside initial labels obtained with HDBSCAN (top
left).

resulting in a total of 180 user-guided clustering results that were thoroughly
analyzed.

In Fig. 3, the reduced features of dataset 1 colored according to the labels of
each task are presented. The separation into meaningful clusters demonstrates
the transformer’s ability to extract vital features and differentiate between very
similar objects. Also presented in the figure are the preliminary clustering results
without user interaction (14 cluster proposals), showcasing the effectiveness of
HDBSCAN with default parameters. For task 1 of dataset 1, they yield a high ini-
tial AMI score (label accuracy) of 85.5%. With only 8 user interactions, the result
significantly improves to 87.4%. As the number of user interactions increases,
the score climbs to a median of 93.8%, displaying an error reduction of about
58% compared to the initial clustering proposals. When an SVM is trained on
these refined labels, a significant improvement over the unmodified baseline at
85.2% accuracy (classification accuracy) on unseen test images is demonstrated
with 16 user queries or more. The best results are achieved at 24 queries with a
median of 91.7%, equaling an error reduction of 44%.

Even more encouraging results have been achieved for task 2 of dataset 1.
With an increasing number of user interactions, the error in label prediction is
monotonically decreasing by up to 74.7%. The classification accuracy at that
point is at 89.6% on the unseen test data. Solely for task 3 of dataset 1, user
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Fig. 4. Results for Dataset 1: Task 1, 2, and 3 displayed from left to right. User-refined
labels, reflecting different degrees of interaction, are evaluated using the Adjusted
Mutual Information score (AMI) in comparison to the ground truth labels. The orange
line represents the baseline score without user feedback. Additionally, the results
include the mean, range and standard deviation from experiments involving multiple
users. (Color figure online)

Fig. 5. Results for Dataset 1: Task 1, 2, and 3 displayed from left to right. Classifi-
cation accuracy assessed on an independent test dataset. The SVM is trained using
user-refined labels. The orange line represents the baseline score without user feed-
back. Additionally, the results include the mean, range and standard deviation from
experiments involving multiple users. (Color figure online)

feedback was not capable of improving label and clustering accuracy, which is
discussed in Sect. 5.

Figure 4 shows the label accuracy over a varying number of queries for all
different tasks, while Fig. 5 illustrates the classification accuracy for the SVM
on test data based on these refined labels. Figure 6 focuses on the improvements
over the baseline accuracy.

For the second dataset, significant label and classification accuracy improve-
ments can be observed for all tasks with 8 or more user queries. For every task
but the first, where with more than 16 queries accuracy stagnates, more queries
inevitably lead to better performance. For example, in task 3, user feedback
improves the classification accuracy to a value of 76.7%, which is equivalent to
an error reduction of 35%.
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In summary, we conclude that for the available versatile data and tasks, the
proposed method is capable of extracting useful features and clustering them
into meaningful classes with HDBSCAN. We further summarize that in every
but one case, user feedback enhances classification accuracy for unseen data with
respect to the task at hand. Detailed evaluation results for all datasets and tasks
can be found in Appendix A.

4.4 Practical Application: Screw Sorting Demonstrator

An autonomous screw and small component sorting system is being set up
for demonstration purposes at Heilbronn University. This system comprises a
camera-monitored conveyor belt, a robotic arm, and a separation system. The
primary objective is to segregate bulk material into individual objects, which
are then detected and individually recorded on the conveyor belt. The captured
data undergoes pre-processing, alignment, and is fed into our proposed method
to generate user-refined clustering labels individually customized for the respec-
tive use case. Meanwhile, the objects fall into a collecting container. Upon the
second pass, the objects are recorded again, and image features are extracted
and classified with the trained SVM. A robotic arm picks the components and
places them into the respective bins assigned to the label (Fig. 7).

Fig. 6. Changes in label accuracy (left) and classification accuracy (right) in response
to varying query volumes for Dataset 1.
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Fig. 7. Changes in label accuracy (left) and classification accuracy (right) in response
to varying query volumes for Dataset 2.

This application showcases the versatility and industrial applicability of our
approach across a wide range of tasks. It performs effectively independently of
the presented objects without the need for prior injection of expert knowledge
and requires minimal user interaction. This is a vital feature, as the differences
between objects of different domains may vary significantly. While screws mostly
differ in their size, type of head, or type of thread, this is not the case for other
applications. Images and more details about the screw sorting demonstrator are
provided in Appendix B.

5 Discussion

The developed and presented method is capable of sorting unseen object images
into meaningful categories without human expert knowledge. This capability is
attributed to the advanced feature encoding and clustering methods. Depending
on the task, the method separates the images with high accuracy, as demon-
strated in Sect. 4. With minimal user interaction, we can further enhance the
performance for every task except one. Our additional findings and the limita-
tions of our method are as follows:

After a task-specific number of user interactions, accuracy no longer
increases. This could either indicate subtle differences between classes that even
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human experts struggle to perceive, or the splitting and merging proposals may
not capture all the relevant choices.

Precise task definition and intuitive tasks matter. In task 3 of dataset 1,
we observed tremendous variance in prediction accuracy after user feedback. This
results in no significant improvement even after 24 queries. Some participants,
however, manage to enhance the results. This supports the conclusion that the
sorting task must be intuitive and well-defined for human experts. For example,
sorting screws and nuts into categories such as “small” and “large” is a subjective
assignment, especially from just one image. During our test series, we observed
diverse assignments for the same queries for the described task.

Artificial intelligence can only sort based on the information we pro-
vide. The feature encoder utilized depends on the images fed into the network.
Unlike humans, it lacks context for this information, such as the usual size of
a certain vegetable. Providing additional features like object size, as we did
for dataset 1 (see Sect. 3), significantly improves the initial clustering accuracy.
Moreover, in scenarios where humans lack context as well, this information can
be visualized in the user interface. For example, the screw object size, if provided,
is reflected by the image scaling in the user interface.

The initial cluster count matters. With default parameters, HDBSCAN
proposes a very fine-grained separation of images into different clusters, which
often reflects something close to the original data labels. However, when a coarser
classification is desired, as in task 2 of dataset 2, the splitting queries in our user
feedback acquisition are usually obsolete. Moreover, the merging queries are
typically all answered “yes.” To avoid these unnecessary user interactions, we
plan to allow for some influence on the granularity of clustering in future works.

Cluster merging queries should be more adaptive. In our experiments,
users often expressed caution about cluster merging proposals where most of
the images belonged to one class but there was also an outlier present in the
data. Instead of a boolean choice between merging and not merging clusters,
another layer of user interaction could be introduced in the future to address
these situations.

A combination of queries and other user interaction possibilities is
beneficial. In addition to query proposals, our user interface includes other
screens for data analysis and cluster assignment, such as an overview screen
showing all clusters and their representative data points. These could be incor-
porated into the process of obtaining human feedback and reinforcing cluster
assignment aspects not captured by the transformer feature encoding. Initial
experiments show that giving participants the possibility to look at the clus-
ter overview screen and perform only two merging or splitting actions enhances
performance.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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A Full Experimental Results

In this section we provide full evaluation details over all tasks and datasets
without further explanation (Figs. 8, 9 and Tables 2, 3).

Fig. 8. Overview over the different types of objects, i.e. screws and nuts, present in
Dataset 1.

Fig. 9. Label accuracy (left) and classification accuracy (right) in response to varying
query volumes for Dataset 1.
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Table 2. Detailed label accuracy results for Dataset 1.

Name Task 1 Task 2 Task 3 y

Qeries few moderate many few moderate many few moderate many

Initial 85,50 85,50 85,50 59,06 59,06 59,06 83,32 83,32 83,32 75,96

Refined 87,43 93,33 93,84 67,06 73,63 89,63 81,04 82,98 84,75 83,74

Improvement 1,93 7,83 8,34 8,00 14,57 30,57 -2,28 -0,34 1,43 7,78

Error reducion 13,31 53,99 57,54 19,53 35,58 74,66 -13,68 -2,06 8,57 27,49

Table 3. Detailed classification accuracy results for Dataset 1.

Name Task 1 Task 2 Task 3 y

Qeries few moderate many few moderate many few moderate many

Initial 85,24 85,24 85,24 57,4 57,4 57,4 83,7 83,7 83,7 75,45

Refined 84,95 91,5 91,69 65,46 72,65 89,58 79,7 81,59 83,6 82,30

Improvement -0,29 6,26 6,45 8,06 15,25 32,18 -4,00 -2,11 -0,10 6,86

Error reducion -1,99 42,41 43,70 18,91 35,79 75,54 -24,51 -12,93 -0,60 19,59

See (Figs. 10, 11, 12, 13 and Tables 4, 5)

Fig. 10. Overview over the different types of vegetables present in Dataset 2.

B Screw & Small Component Sorting Demonstrator

The demonstrator presented in this section serves to visualize the methods we
have researched. In addition, it enables not only the understanding of the sorting
process, but also the generation of feedback through the sorted objects in each
tray (Figs. 14, 15).
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Fig. 11. Visualization of reduced features extracted by the transformer model for
Dataset 2. Colors correspond to ground truth labels for tasks 1 (top right), 2 (bot-
tom left), and 3 (bottom right), alongside initial labels obtained with HDBSCAN (top
left).

Fig. 12. Results for Dataset 2: Task 1, 2, and 3 displayed from left to right. User-refined
labels, reflecting different degrees of interaction, are evaluated using the Adjusted
Mutual Information score (AMI) in comparison to the ground truth labels. The orange
line represents the baseline score without user feedback. Additionally, the results
include the mean, range and standard deviation from experiments involving multiple
users. (Color figure online)
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Fig. 13. Results for Dataset 2: Task 1, 2, and 3 displayed from left to right. Classi-
fication accuracy assessed on an independent test dataset. The SVM is trained using
user-refined labels. The orange line represents the baseline score without user feed-
back. Additionally, the results include the mean, range and standard deviation from
experiments involving multiple users. (Color figure online)

Table 4. Detailed label accuracy results for Dataset 2.

Name Task 1 Task 2 Task 3 y

Qeries few moderate many few moderate many few moderate many

Initial 92,53 92,53 92,53 35,72 35,72 35,72 64,86 64,86 64,86 64,37

Refined 94,41 97,14 96,53 36,89 38,55 43,71 66,69 69,22 76,83 68,89

Improvement 1,88 4,61 4,00 1,17 2,83 7,99 1,84 4,37 11,97 4,52

Error reducion 25,22 61,66 53,59 1,82 4,40 12,43 5,23 12,43 34,06 23,43

Table 5. Detailed classification accuracy results for Dataset 2.

Name Task 1 Task 2 Task 3 y

Qeries few moderate many few moderate many few moderate many

Initial 92,3 92,3 92,3 35,25 35,25 35,25 64,1 64,1 64,1 63,88

Refined 94,77 97,5 96,39 36,71 38,41 43,93 66,41 69,02 76,74 68,88

Improvement 2,47 5,20 4,09 1,46 3,16 8,67 2,31 4,92 12,64 4,99

Error reducion 32,10 67,57 53,07 2,25 4,87 13,40 6,43 13,71 35,20 25,40



354 P. Graf et al.

Fig. 14. Rendering of the Sorting Demonstrator.

Fig. 15. Setup of the Sorting Demonstrator (https://virtual-ki-lab.zml.hs-heilbronn.
de/).
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Abstract. Recent strides in Natural Language Understanding (NLU)
for pair programming conversational agents underscore the importance
of expanding datasets and constructing models applicable across genders,
languages, and domains. The difficulty arises from the resource-intensive
nature of gathering data through lab studies. Our study explores the
potential use of vast amounts of pre-existing data for the training of
conversational agents. We introduced software engineering-specific slot
labels through an open-coding process by identifying key words and
phrases. Our slot labels were integrated with a dataset of developer-
developer (DD) and developer-agent (DA) utterances, annotated with
software engineering-specific intent labels, from pair programming con-
versations. We employed the transformer-based language model, joint-
BERT, to explore the required training size and gender-related impacts
on intent and slot accuracy. To gauge the model’s generalizability, we
analyzed 5 pair programming video conversations sourced from YouTube.
These conversations were fully labeled for software engineering-specific
intent and slot, allowing us to investigate language and domain effects
on the model’s performance. Our findings reveal that 5 conversations,
without a strict gender balance, can be used to train a pair program-
ming NLU. Our study paves the way for expanding datasets used in the
training of conversational agents.

Keywords: NLU · Conversational Agents · Pair Programming
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the benefits of designing a pair programming conversational agent [30,32,33] and
investigated the feasibility of training NLU using developer-developer (DD) [52]
and developer-agent (DA) [51] conversations. These studies released a conversa-
tional dataset, comprising 7,879 utterances marked with software engineering-
specific intent labels, capturing developers collaborating on the development of
a Java Tic-Tac-Toe game. However, effective language model training demands a
more extensive benchmark dataset derived from developer conversations, similar
to ATIS [27], SNIPS [14], and MultiWoZ [11] spanning over multiple domains.

Furthermore, for language models to exhibit generalizability across genders,
programming languages, and domains, there is a need for diverse datasets. How-
ever, the collection of conversational data, from developers, poses both a costly
and time-intensive challenge for both researchers and practitioners. We build
upon our earlier research [51], in which we established that (DD) conversations
can be utilized to train conversational agents, to extend our findings by delving
into the impact of dataset size, gender, language, and domain on model accuracy.

Our study marks an initial step in establishing software engineering-specific
slot labels, which is a crucial component for identifying key words or phrases
during the implementation of a comprehensive NLU system. Building upon our
existing dataset of (DD) and (DA) conversations, we employed an open-coding
method to formulate a slot labeling framework tailored for pair programming
conversations. We applied our slot labeling framework to annotate pair pro-
gramming conversations from prior research.

To examine the impact of dataset size and gender, leveraging existing data
from [51], we formulated two research questions:

– RQ1: How much data is required to train a pair programming NLU?
The size of the training dataset is crucial for models to achieve consistent
accuracy. We employed jointBERT, to facilitate simultaneous slot tagging
and intent classification. We aimed to explore the optimal training size for
datasets.

– RQ2: How does gender effect the performance of a pair program-
ming NLU? Prior research has highlighted gender differences while pair
programming [30]; thus, we investigated whether maintaining a strict gender
balance is necessary for the training and testing of models.

To examine the viability of leveraging existing developer-developer (DD) con-
versations from online video hosting platforms, we formulated one research ques-
tion:

– RQ3: How should developer-developer pair programming conversa-
tions, from online videos, be incorporated into the training dataset
of a pair programming NLU? We searched YouTube for recent videos
featuring developers engaged in pair programming, with the goal of explor-
ing the potential for expanding pair programming conversational datasets
through existing videos.
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2 Background and Related Works

2.1 Bots for Developers

Bots help developers perform several tasks such as assisting with debugging
[2], identifying syntax errors [42,48], automating repetitive tasks [3], mining
repositories [4], locating Stack Overflow posts [73], and providing code feedback
[70]. Developers use bots to perform load testing [43] and suggest patches based
on failed test cases [62]. Bots can facilitate the on-boarding process for new
project members [55], locate and utilize REST APIs [19], design micro-service
based architectures [36], and assist in agile retrospectives [40].

2.2 Design and Feasibility of Pair Programming Agents

In our earlier work [44,53], we established design guidelines for a pair program-
ming agent by implementing a lab study and a Wizard of Oz (WoZ) study, where
participants engaged with an agent whose behaviors was covertly orchestrated by
a researcher [15]. These guidelines encompass practices such as clearly acknowl-
edging suggestions, offering feedback in a positive tone, expressing uncertainty
through both verbal and non-verbal cues, and apologizing for mistakes [53]. We
discovered that an agent effectively facilitated knowledge transfer, leading to
developers displaying increased trust and humility without a significant change
in code quality, productivity, or self-efficacy. Based on our findings, we further
investigated the feasibility of a pair programming [33] and facilitator agent [52].
We observed comparable performance among transformer-based language mod-
els, with BERT having a slight advantage. Our findings indicated that (DD)
conversations were effective for training the intent classifier of a pair program-
ming NLU with optimal performance being achieved by training with (DD)
conversations and fine-tuning with (DA) conversations.

2.3 Dialogue Datasets

Researchers have labeled and annotated data in the realm of software design
and development, with a focus on intent classification. For instance, the Ubuntu
dialogue corpus [39] comprises unstructured human-human chats extracted from
chat logs, where researchers aimed to do next utterance classification without
considering slots. In another study, Viviani et al. [66] delved into design and
decision-related dialogues extracted from pull requests and online discussions,
focusing on intent perspective. Ebert et al. [18] and Pascarella et al. [45] identified
the types of questions posed by software engineers during code reviews. Wood et
al. [71,72] utilized open-coding to devise an intent labeling scheme for debugging
conversations. Previously, we employed an open-coding process to develop a
hierarchical approach to intent labeling, resulting in 26 unique intent labels
tailored for pair programming conversations [51].

Beyond the realm of software development, various non-software engineering
datasets such as SWITCHBOARD [23], ATIS [27,61], SNIPS [14] are employed
to train models for intent and slot classification.
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2.4 Slot Labeling

A fully implemented NLU must have the capability of slot tagging, which is
the process of identifying important words in a sentence. Slots enable the agent
to pinpoint essential parts of an utterance [31,75]. Slots originated in the GUS
architecture [29], grounded in the concept of frames. In GUS, the agent identifies
the user’s intent and utilizes the ongoing conversation to complete all necessary
slot values before making a query. In the modern dialogue state architecture,
slots serve to delimit the conversation space which empowers the agent to ask
clarifying questions, offer suggestions, or respond based on the evolving con-
versation rather than adhering to a predetermined template [29]. Slots enable
models to understand the typical locations of key terms within a specific intent.
Slot tagging is framed as a sequence-to-sequence modeling problem, with the
input sequence being the utterance and the output sequence consisting of asso-
ciated slot tags [22]. Slots offer the advantage of modeling occurrences of key
terms within a specific intent, and defining the potential values of the key terms.
This precision aids the model in determining whether a slot has been accurately
identified.

2.5 Transfer Learning on Intermediate Tasks

Transfer learning involves training on a source task followed by fine-tuning on a
target task [10,76]. An additional training task, referred to as an intermediate
task, can be incorporated within the transfer learning process. Phang et al.
[46] introduced STILTs (Supplementary Training on Intermediate Labeled-data
Tasks) which entails training a model initially on an unlabeled dataset, then
on an intermediate labeled dataset, and ultimately fine-tuning the model on
the target task. They found that STILTs can enhance the performance of large
language models such as BERT [16], ELMo [10], and GPT [49].

Researchers, including Sap et al. [54] and Clark et al. [13], have explored
STILTs by using intermediate tasks to enhance model performance. Wang et
al. [67] conducted a comprehensive study with ELMo and BERT, revealing the
complexities of multitask learning and the impact of dataset size on target task
performance. Pruksachatkun et al. [47] experimented with BERT and RoBERTa,
emphasizing the ambiguity of training on intermediate tasks.

3 Methodology

3.1 Developer-Developer and Developer-Agent Conversations

Robe et al. [51] released a dataset comprising 7,879 utterances from 9 (DD) and
14 (DA) pair programming conversations collected through a remote environ-
ment lab study [52] and a (WoZ) study [51]. In both studies, they conducted
40 min sessions where participants engaged in pair programming to implement a
Tic-Tac-Toe game in Java. Participants utilized the think-aloud method [35] and
adhered to test-driven development principles [7]. All participants were equipped
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with template code, including the game board, a sample test case, and user sto-
ries for the programming task.

The (DD) dataset was curated through recorded conversations in a remote
pair programming lab study with 18 participants [52]. These participants, exclu-
sively computer science students, were strategically paired by their self-identified
gender, resulting in 9 gender-balanced pairs: 3 men-men, 3 men-women, and 3
women-women.

The (DA) conversation dataset were captured using the (WoZ) methodol-
ogy. Yang et al. [74] affirm (WoZ) as the singularly, viable method for collecting
conversations with an agent prior to its actual implementation because it facil-
itates iterative designs and the observation of user behaviors. (WoZ) serves as
a foundational tool for training machine learning algorithms [15] and has found
widespread application in natural language interfaces, including conversational
agents [9,72,74]. The (WoZ) study involved 14 participants, 6 computer science
students (3 men, 3 women), and 8 professionals (4 men, 4 women) [51]. The
motivation and implementation of the agent, in the (WoZ) study, was inspired
by Robe et. al [53].

All (DD) and (DA) transcripts were labeled with software engineering-specific
intent labels and developed using a hierarchical, open-coding process [8]. The
absence of software engineering-specific slot labels serves as motivation for our
work.

3.2 Slot Labeling

We developed our slot labels employing an open coding process, following the
practices of other software engineering researchers [52,72]. Table 1 is the list
of our slot labels (boolean, feedback, filename, filename method, current error,
driver, inequality, keyword, line number, location, name of user, number, objec-
tive, phase of sdl, text add, text remove, user story, variable), along with their
descriptions.

To establish the initial set of slot labels, two researchers analyzed three (DA)
studies using the open-coding method to generate potential relevant slots. The
two researchers discussed the potential slot labels, consolidated similar labels,
and independently labeled a (DA) conversation. In a series of iterations, the
researchers discussed and reached agreement on new slot labels as they emerged
during their analysis. To ensure inter-rater reliability, two researchers labeled
20% of the (DD) and (DA) data, achieving a Cohen’s Kappa of 0.7192, indicating
substantial agreement [41]. The remaining data was labeled by one researcher.
We used Inside-Outside-Beginning (IOB) tagging in the slot labeling process
[50]. Each study took approximately 2 h for manual slot labeling, accumulating
to 46 total hours.

3.3 Model Design

To perform simultaneous slot labeling and intent classification, we employed
jointBERT, an extension of BERT developed by Chen et al. [12]. BERT is a
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Table 1. Our slot labels and descriptions. Domain dependent slots are annotated
with ‘D’ and language dependent slots are annotated with ‘L.’ Both language and
domain dependent slots are annotated with ‘L, D.’ The corresponding numbers show
the frequency of label occurrences in the (DA), (DD), and (YT) dataset.

Label Name Description/Example Dependence (DA) (DD) (YT)

boolean Used to help understand relations between objects and
their function (e.g., true, false)

160 183 0

feedback This allows the developer to agree or disagree with a
suggestion, question, or clarification and continue with
their thoughts (e.g., yes, no, good, bad)

265 544 75

filename Name of the file being discussed but not necessarily the file
currently open

L, D 94 38 117

filename method Name of the method being discussed. The filename helps
to differentiate polymorphic methods

L, D 517 454 15

current error The reason why the program is not running as expected L, D 36 2 6

driver Determines if the user or the agent is driving 46 3 0

inequality Used to help understand relations between objects and
their function (e.g., >=, <=, >, <, = )

90 122 4

keyword Used to help understand relations between objects and
their function with language denoted keywords or reserved
words

L 344 413 202

line number Identifies the specific location in the code that is under
discussion

112 13 20

location Refers to the documentation or an application (e.g., web
browser, terminal window)

D 38 17 0

name of user Used to identify and personalize communication with the
user

0 0 10

number Used to help understand relations between objects and
their function (e.g., numbers in assignment, comparison, or
other functions within the code)

499 649 27

objective The current next step. Multiple objective work towards a
user story

D 705 707 135

phase of sdl High-level definition of the current phase in the software
engineering development life cycle (e.g., plan, analyze,
design, implement, test, maintain)

54 18 0

text add Allows the user to write code verbally using speech 0 0 12

text remove Allows the user to remove code verbally using speech 0 0 2

user story Used to identify the current user story which is a high-level
goal that contains multiple objectives

323 90 85

variable Used to capture user-defined variables and its functionality L, D 244 450 37

bidirectional transformer-based model that was pre-trained on masked language
modeling and next sentence prediction tasks using the BooksCorpus [78] and
English Wikipedia [16]. Previously, BERT has been applied to software anal-
ysis [68], technology comparison tools via online discussions [69], and machine
translation failure detection [25]. The uncased BERT model was expanded to
jointBERT, which was evaluated on the SNIPS [14] and ATIS [27,61] datasets.

Implementation. To enhance the utility of jointBERT, our model was trained
on the entire intent label, contrasting with our previous approach [51], where a
model for each category of intent was employed in a pipeline manner. Training on
the entire intent label simplifies the learning objective for jointBERT. Moreover,
a comprehensive pair programming agent can leverage a multi-model approach
to NLU with jointBERT providing full intent classification and specialized mod-
els for validation. Our implementation utilized HuggingFace’s Transformers
Python package, specifically the bert-based-uncased model. We utilized the
pre-trained BERT tokenizer with an encode length of 66.
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We conducted a hyperparameter sweep, a process involving training models
with all possible combinations within the search space [47]. We explored various
learning rates (1e-3, 1e-4, 5e-5, 1e-5), epsilons (1e-6, 1e-7, 1e-8, 1e-9), and batch
sizes (8, 16, 32, 64, 128) with both Adam and AdamW optimization algorithms.
This results in 250 combinations, each using 5-fold cross-validation, resulting in
1,250 trained models. Our search space was motivated by Chen et al. [12], who
trained for (1, 5, 10, 20, 30, 40) epochs using an Adam optimizer with a learning
rate of 5e-5 and a batch size of 128. They observed that jointBERT, with 1
epoch of training, outperformed other slot-predicting models such as LSTMs
[26], Attention-Based BiDirection RNNs [38], and Slot-Gated [24]. Based on our
hyperparameter sweep results, we trained our model using Adam with a learning
rate of 5e-5, epsilon of 1e-9, and a batch size of 16, for 12 epochs.

Performance. Table 2 illustrates the slot, intent accuracy, and intent F1 score
when the model was trained on (DA), (DD), and employed transfer-learning by
training on (DD) then fine-tuning on (DA) (DD→DA). We reported all metrics
as the average of the 5-fold cross-validation using new training and testing sets.
We implemented the KFold method from SKLearn’s model selection library.
We found performance variation between (DA) (Intent F1: 70.85%) and (DD)
(Intent F1: 56.96%), which is similar to our previous hierarchical model [44]. We
observed minor improvements in the (DA) dataset (Intent F1: 70.85%) when
we used (DD→DA) (Intent F1: 71.12%), also similar to our previous work [44].
The slot accuracy for (DA) was 99.16% and (DD) was 98.58%; however, for
(DD→DA) the slot accuracy slightly decreased to 99.08%. Still, the (DD→DA)
slot accuracy (99.08%) was superior to the (DD→DA) intent accuracy (68.72%),
which suggests that training on (DD) then fine-tuning on (DA) remains the best
option to train a pair programming NLU.

Table 2. Our model’s 5-fold cross validation accuracy for slot and intent, along with
the intent F1 score for (DA), (DD), and (DD→DA).

DA DD DD →DA

Intent 68.39 55.38 68.72

Intent F1 70.85 56.96 71.12

Slot 99.16 98.58 99.08

4 Results

4.1 RQ1: How Much Data Is Required to Train a Pair Programming
NLU?

The size of the training data, used in machine learning models, plays a pivotal
role in achieving consistent accuracy. Transformer-based language models, like
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those pre-trained on extensive corpora such as BookCorpus [78] and Wikipedia,
require less training data. Fine-tuning is essential for adapting these models to
specific downstream tasks [10]. Our training dataset, consisting of 3,436 (DD)
and 4,443 (DA) utterances, falls between the range of standard AI data bench-
marks, including ATIS (5,871 utterances) [27,61] and SNIPS (16,000 queries)
[14]. Thus, we explored the impact of data size on intent and slot accuracy.

Methodology. We used pair programming conversations in our training dataset
because it serves as a robust metric for enhancing existing conversational data
and tends to be more elaborate compared to other task-oriented conversational
agents (e.g., Siri [64], Alexa [63], Google Assistant [65]). We incrementally trained
our models on each (DD) or (DA) conversation, employing 5-fold cross-validation
in randomized order for each iteration, resulting in 25 total models.

Fig. 1. Intent (1a, 1c) and slot accuracy (1b, 1d) of (DA) and (DD) conversations
when increasing the training size. ‘*’ represents p-value ≤ .05; ‘**’ represents p-value
≤ .01; ‘***’ represents p-value ≤ .001; ‘****’ represents p-value ≤ .0001; ‘ns’ represents
p-value ¿ .05.
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Findings. Figure 1 illustrates the impact of dataset size on intent and slot
accuracy. The box plots represent the intent (Fig. 1a, 1c) or slot (Fig. 1b, 1d)
accuracy for our 25 models. The outliers, in Fig. 1, may be attributed to ideal-
ized test cases, where portions of the test dialogue included novel examples not
encountered during training, or the inherent variability of conversation. We per-
formed a paired t-test when (DA) or (DD) conversations were incorporated into
the training dataset to assess differences in the model’s performance. We rep-
resented statistically significant p-values with a ‘*’ and non-significant p-values
with ‘ns’.

As represented in Fig. 1, both (DA) and (DD) show that a transformer-based
language model requires a minimum of 5 pair conversational units. To verify the
accuracy of our findings, we performed a one-way analysis of variance (ANOVA)
to identify statistically significant differences across groups [58]. This analysis
focused on the performance of models trained with 5 or more conversations,
resulting in non-significant p-values of 0.31 for (DA) and 0.55 for (DD). In Fig. 1b
and 1d, the slot performance, required 2 pair conversational units for (DA) and
3 for (DD) before performance leveled. We conducted ANOVA testing on the
models’ performance after training with 5 or more conversations, which was the
minimum required for intent. We found non-significant differences for (DA) with
a p-value of 0.18 and (DD) with a p-value of 0.84.

Figure 2 represents the impact of dataset size on intent and slot accuracy of
transfer learning, (DD→DA), models. We discovered that the intent accuracy
of 1 (DA) conversation, in the (DD→DA) model, matches that achieved with
5-6 (DA) conversations (refer to Fig. 1a). Based on our results from the paired
t-test, we found a non-significant change, for intent accuracy when adding one
pair conversation to the training data set. We performed ANOVA testing, with
14 conversations, and found a significant difference with a p-value of 0.000014.
For the slot accuracy, we found a significant difference from 4 to 5 conversa-
tions, based on the paired t-test. We used ANOVA testing on the remaining
conversations which gave a significant p-value of 0.024.

Fig. 2. Intent (2a) and slot (2b) accuracy for (DD→DA).
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Summary of RQ1. Based on our findings, 5 conversations encompassing 1,500-
2,000 utterances total, are required to train a pair programming NLU, irrespec-
tive of transfer learning. This aligns with the findings of Huggins et al. [28],
demonstrating that a high performance with BERT can be achieved with 25
examples per intent. We did not explore data augmentation techniques that
possibly could reduce the total number of utterances needed to get a similar,
stable performance.

4.2 RQ2: How Does Gender Effect the Performance of a Pair
Programming NLU?

Collaboration is a critical component of software development. Efficient collab-
oration may be effected by developers gender, race, or geographical location
[6,17]. We investigated how gender may effect the performance of a pair pro-
gramming NLU because gender gaps exist in computing-related classrooms (18%
women) and workplaces (10% women) [59]. Previous studies have investigated
differences in problem-solving [5], communication [30], and leadership style [30]
between men and women while pair programming. Furthermore, while numerous
pair programming videos are accessible on the internet for training our NLU,
the majority of these videos feature men-men pairs. To leverage these videos for
our model training, we assessed the generalizability of a model primarily trained
on data from men-men pairs to mitigate the risk of perpetuating gender bias.

Methodology. We separated the (DD) and (DA) datasets based on the self-
identified gender of the speaking participant. We combined the data, by gender,
for (DD), (DA), and (DD→DA) to assess the model’s overall performance. We
created 6 total datasets: M-DD (9 men utterances); M-DA (7 men utterances);
M-DD→DA (16 men utterances); W-DD (9 women utterances); W-DA (7 women
utterances); and W-DD→DA (16 women utterances). We trained and tested 12
models within the same conversational-context group (DA, DD, DD→DA). We
reported accuracy, for same-gender comparisons (M-M, W-W), as the average of
the 5-fold cross-validation. To analyze mixed-gender comparisons (M-W, W-M),
we trained the model on the first gender dataset and tested on the second gender
dataset in a one-to-one comparison.

Findings. Table 3 illustrates the 12 models intent and slot accuracy perfor-
mance. Our analysis found gender bias across all conversational context groups
(DA), (DD), (DD→DA).

Training and testing exclusively with men data resulted in better perfor-
mance, for intent accuracy, irrespective of conversational context. For exam-
ple, within the DD conversational context, the alternative training and testing
methods (W-W, W-M, M-W) exhibited accuracy below 60%; whereas, the (M-
M) accuracy was 86.62%. Moreover, when training on men data and testing
on women data (M-W), we observed performance levels comparable to those
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achieved when training and testing exclusively on women data (W-W). To illus-
trate, for the (DA) dataset, (M-W) intent accuracy was 69.09% and (W-W)
intent accuracy was 70.79%. For the (DD) dataset, (M-W) intent accuracy was
59.54% and (W-W) intent accuracy was 58.44%.

Training and testing with exclusively women data (W-W) resulted in the best
slot accuracy performance, for (DA) with 99.88% and (DD) with 98.91%. For
(DD→DA), the best performance came from exclusively men data (M-M) with
98.95%. For (DA) the slot accuracy was comparable for (M-M) with 99.67%,
(W-W) with 99.88%, and (M-W) with 99.67%.

Summary of RQ2. Our findings indicate that while men data can be uti-
lized for training a pair programming NLU, the inclusion of women data
enhances overall performance. These results are promising in light of the under-
representation of women in computing classes, workplaces, and online videos.

Table 3. Intent and slot accuracy based on same- and mixed-gender training and
testing datasets (W-W, W-M, M-W, M-M) and (DA), (DD), (DD→DA) conversational
contexts.

DA DD DD→DA

Train Test Intent Slot Intent Slot Intent Slot

W W 70.79 99.88 58.44 98.91 64.48 98.69

W M 67.16 99.35 53.78 98.15 61.87 98.04

M W 69.09 99.67 59.54 98.75 61.93 98.50

M M 88.77 99.67 86.62 98.75 87.20 98.95

4.3 RQ3: How Should Developer-Developer Pair Programming
Conversations, from Online Videos, Be Incorporated
into the Training Dataset of a Pair Programming NLU?

A pair programming agent is required to support diverse domains and lan-
guages. However, our collected data is centered around one language (Java)
and a specific domain (a Tic-Tac-Toe game). Robe et al. [44] demonstrated that
(DD) data is usable for intent detection, but (DA) data is needed for achieving
higher accuracy. Further, our findings in RQ1 show that slot accuracy slightly
decreases when using transfer-learning. Considering these challenges and find-
ings, we selected 5 pair programming videos, from YouTube, to investigate the
generalizability of the slot, intent labels and feasibility of using online videos as
a training dataset.

Methodology. We found pair programming videos by using a private browsing
window of Google.com to search the term ‘pair programming’. Then, we used
built-in filtering tools to find videos published since 2016 that were longer than
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20 min. We used this filtering criteria because newer videos are likely to focus on
current popular languages, domains and longer videos are more comparable to
the existing data set with comprehensive pair programming sessions. We selected
3 types of candidate videos: (1) the same language but a different domain; (2)
similar domain but different language; (3) different language and domain. The
similar domain mimicked a Tic-Tac-Toe game by placing objects on a grid. We
reviewed all candidate videos to confirm their language was English, ensure their
availability, and verify the presence of two participants. The videos represent
approximately 350 min of pair programming conversations and 4,822 utterances.

The video we used with the same language but from a different domain fea-
tured 2 open-source software developers working through pull-requests, error
submissions, and merge requests for a Java library that functioned as a verifi-
cation tool [20]. The pair interaction was formal, and they navigated through
tasks systematically with the intent to record their interaction for posterity,
potentially serving as a valuable resource for historians, researchers, or their
own future reference.

The first video we used from a similar domain but with a different language
featured 2 coworkers, one man and one woman, who aimed to demonstrate the
basics of creating a 2D interactive terrain for a game board. The pair worked
in a casual and humorous manner to introduce variables and console inputs
to their audience of beginner programmers. They used JavaScript and CSS in
their demonstration. The second video we used was a virtual meeting between
an online teacher and student. The pair debugged the student’s tower defense
game to create a working version. The interaction included frequent sarcasm,
from the teacher, which appeared to negatively impact the students’ responses.
The target audience for this video was self-taught programmers. The pair used
JavaScript and CSS for the project.

The first video we used from a different language and domain was of 2 friends
collaborating to create a Facebook Messenger Bot that ‘echoes’ messages to users
connected to the bot. The interaction was friendly with a lighthearted atmo-
sphere. The second video we used was of 2 Kaggle (a competitive venue for data
science collaboration) partners who live streamed their code development for a
drug classification competition. They used Python and the Pytorch library to
demonstrate the process of building a neural network, catering to an audience of
Kagglers and self-taught programmers. The pair interaction consisted of formal
help and role-switching request with minimal interruptions.

We transcribed all 5 videos using YouTube’s auto-generated closed cap-
tioning. We manually adjusted phrasing errors while labeling. We conducted
intent and slot labeling for each transcript. Each researcher labeled 20% of the
data independently and reached a Cohen’s Kappa of 0.810 for the intent labels
and 0.725 for the slot labels, which is considered substantial agreement [41].
The remaining transcripts were divided between two researchers, one researcher
labeled 3 videos for intent and 2 for slot, and the other research labeled 2 videos
for intent and 3 for slot. The researchers dedicated 14 h to annotate each video
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for both intent and slot, totaling to 70 h. Similar to RQ1, we repeated the 5-fold
cross validation 5 times by randomizing the order of the studies.

Fig. 3. Intent and slot accuracy for (YT→DA) and (YT→DD→DA) conversations
when increasing the training size.

Findings. Previous research [44] and our current findings discovered that trans-
fer learning (DD→DA), results in better model performance. Further, in RQ1,
we found that 5 conversations, representing about 1,500-2,500 utterances, is suf-
ficient to level-off jointBERT performance; however, that is representative of
one language and domain. Therefore, we explored three ways of using trans-
fer learning: (1) training on YouTube (YT) data, then fine-tuning on (DA),
(YT→DA); (2) training on YouTube (YT) data, then training on (DD), then
fine-tuning(DA), (YT→DD→DA); (3) training on YouTube (YT) data, then
fine-tuning on (DA), (YT→DA).

Table 4 presents the intent and slot accuracy for (DA), (DD→DA),
(YT→DA), and (YT→DD→DA). We found that by training on (YT) data,
(YT→DD→DA) and (YT→DA), we achieved comparable, slightly improved
performance for intent accuracy when compared to (DD→DA). For slot, the
performance slightly increased with the inclusion of (DD) from 99.14% for
(YT→DA) to 99.17% for (YT→DD→DA).
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Figure 3 compares (YT→DA) and (YT→DD→DA) intent and slot accuracy
when increasing the training size. We used ANOVA on all conversations and
found a non-significant p-value for (YT→DD→DA) intent accuracy (p-value =
0.90), refer to Fig. 3a. We found a non-significant p-value for (YT→DD→DA)
slot accuracy (p-value = 0.37), refer to Fig. 3b.

Table 4. The intent and slot accuracy of the model when trained on (DA), (DD→DA),
(YT→DD→DA), and (YT→DA).

DA DD→DA YT→DD→DA YT→DA

Intent 68.39 68.72 68.77 68.79

Slot 99.16 99.08 99.17 99.14

Summary of RQ3. Our findings suggest that relying solely on (DD) and
(DA) datasets is insufficient for training a pair programming NLU. Initially
training with diverse data from (YT) and fine-tuning for a specific domain is the
optimal approach to maximize performance. Thus, future endeavors should focus
on expanding the collection of labeled video transcripts, ensuring the inclusion
of new domains and languages overtime.

5 Limitations

A limitation of our study is the utilization of a linear model, in contrast to pre-
vious work that used a hierarchical modeling approach [51]. In a hierarchical
modeling approach, the model is trained for each node of the intent hierarchy.
Adopting this approach with jointBERT could complicate the learning objec-
tive or result in the prediction of slots without the full intent. Potential threats
to validity may stem from our video selection process. The YouTube videos we
selected may not encompass all diverse domains and languages, but our goal
was to ensure that the videos closely resembled situations that a future agent
might encounter. The sample size of five videos may be considered small, but
the videos contains 4,822 utterances from 10 programmers across 4 domains and
3 languages. Furthermore, we present a set of software engineering specific slot
labels which may be insufficient at representing all slots in pair-programming
conversations. Labeling errors may have occurred in the manual labeling pro-
cess, but this was mitigated by using an iterative open-coding process and data
validation tools. The researchers who labeled the data self-identified as men,
potentially introducing implicit bias into the labeling process. Furthermore, the
size of the encoding length may have impacted slot accuracy. If the conversa-
tional context leads to shorter utterances on average, this would involve addi-
tional padding for each utterance, potentially making it easier for the model to
predict the correct slot label.
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6 Discussion

For RQ1, we investigated how much data was needed to train a pair program-
ming NLU. Prior work by Sap et al. [54] found that increasing the training size of
the intermediate task resulted in better performance on their downstream task;
therefore, we focused on the creation of a dataset for the intermediate task. We
found that training on 1,500-2,000 utterances, across 5 conversations, resulted
in stable model performance. This highlights the importance of considering the
number of utterances and conversations when training a pair programming NLU.
For example, the two extremes are one conversation with 1,500-2,000 utterances
and hundreds of short conversations with a total of 1,500-2,000 utterances. The
first extreme, involving only one conversation, would make training on infrequent
labels, such as greetings, difficult; whereas, the other extreme would fail to cap-
ture more nuanced labels, such as those relating to task control. Our findings
have implications for training other agents to have longer form conversations.

A major advantage to expanding the dataset through pre-existing data is the
reduction in cost; however, as the dataset expands, maintaining a gender bal-
ance will become increasingly difficult. Reinforcing bias within AI is recognized in
facial recognition [34], bots [21], and underlying language models such as BERT
[16]. This problem is confounded by the lack of women in computing classrooms
and industry positions. For RQ2, we examined if the gender bias inherent in
BERT affected our model and explored the optimal strategy for further expand-
ing the dataset to enhance overall performance. Our findings show that datasets
can deviate from a strict gender balance between men and women, but periodic
checks remain essential to mitigating the risk of perpetuating gender bias.

For RQ3, we investigated two methods of integrating pair programming con-
versations from YouTube. Our first method involved training the model on (YT)
and (DD) before fine-tuning with (DA); whereas, our second method solely
trained on (YT) before fine-tuning with (DA). The (YT→DA) method, with-
out (DD), required 1,500-2,000 (DA) utterances, whereas the (YT→DD→DA)
method, including (DD), required 300-400 (DA) utterances to level off perfor-
mance. While our first method achieved comparable performance, with less (DA)
utterances, both methods require a similar number of total utterances. Our find-
ings indicate that conversations from YouTube could serve as a starting point
for exploring multiple languages and domains in the development of pair pro-
gramming conversational datasets.

7 Conclusion

Our study determined the required training data size (RQ1), scrutinized poten-
tial gender bias (RQ2), and assessed the viability of leveraging online videos
featuring developers engaged pair programming (RQ3), for the creation of a
pair programming NLU.
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Our research contributes to the broader Software Engineering and Human-
Computer Interaction community with our software engineering-specific slot
labeling scheme. We expanded the dataset, from earlier work, to include slot
labels for the original (DA) and (DD) conversations. Our study introduced 5
fully labeled pair programming conversations from an online video hosting plat-
form. We explored various training methods to optimize performance, aiming to
incorporate general conversational data. Our results has implications for mini-
mizing the costs associated with conducting and transcribing lab studies, facili-
tating the expansion of pair programming conversational datasets, and training
future NLUs for pair programming.
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Abstract. Theory of Mind (ToM) is a capability of humans to attribute
mental states to other agents allowing us to reason on the agent’s inten-
tions and predict their future behavior. The complexity of ToM paves a
way for an open arena of development for autonomous, predictive capa-
bilities. While we see specific use-cases of ToM in recent computational
studies, we must be aware of its over-arching role as a cognitive method
for understanding social behavior to better guide the work towards a
higher potential. We survey a few dimensions of exploration for the field
to offer a way forward including ideas from the theory of child devel-
opment, game theory, and generalizability, to list a few. Our own work
focuses on expanding to multiple, strategic agents where we attempt
to understand non-cooperative, even adversarial, behaviors in dynamic
environments. We explore and aggregate elements from several contem-
porary ToM models, update our experimental groundwork, and begin
testing the extents of their capabilities.

Keywords: theory of mind · game theory · multi-agent ·
machine-learning · artificial intelligence · intention · adversarial
dynamics · computational · automation

1 Introduction

Humans have a unique capability of attributing mental states to agents in the
face of uncertainty, which we call Theory of Mind (ToM) [38]. Necessary for social
interaction, ToM helps humans to understand the intention, goals, desires, and
strategies of other individuals [4]. Such an ability can be, and has been, called
“mind-reading” and suggests higher intuition and perception. Indeed, it is a skill
developed through the course of one’s life but does not grant the user privileged
insight into the mind of the individual they are interacting with. Humans use
ToM while driving vehicles, reading books, playing board games, buying gifts,
etc. It is worth mentioning that ToM is not an innate capability within humans,
developing, at the very least, slower for individuals with autism spectrum disor-
der (ASD) (see Baron-Cohen) [5], attention deficit hyperactivity disorder, devel-
opmental language disorders, schizophrenia, and others (see [25]). Many studies
take cognitive and psychological approaches to grasping ToM (see, for example,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Byom [9], Quesque [40], Rakoczy [45], Wellman [63], Saxe (2006) [50]), and con-
temporary developments in Artificial Intelligence (AI) have identified the need
for ToM as a pivotal capability for achieving human-level AI capabilities, see
Schossau [51], Cuzzolin [13]. AI has proven competent in breaking through pre-
viously human-limited tasks, (see Schrittwieser [52], Varadi [59]), so we naturally
wonder if we can use ToM principles to further enhance its potential. For more
meta-analyses of computational ToM see Mao [30], Zaroukian [67], and Aru [2].

Our own goal is creating ToM agent(s) which recognize intentions and goals
of strategic agents operating in dynamic environments. In focusing our work,
we identified a neural network ToM observer model, ToMnet (Rabinowitz [41]),
as a strong proof-of-concept to build on. While ToMnet focuses on single-agent
behaviors inside a gridworld environment, we wanted to extend this model to
reasoning on multiple actors with collaborative or adversarial policies operating
in a changing environment. But in building out the concepts, we encountered a
few key questions about ToM research, for which we aimed to provide insight
here:

1. It is argued that ToM cannot develop without language; what does language
allow for that other modalities, such as visual, may not?

2. In strategic interaction between agents, what is the difference between game
theory and ToM?

3. Generalizability and modularity of ToM models would allow human-like cog-
nitive flexibility; what does current research have to offer in this regard?

We also consider the state of multi-agent learning techniques and model
perspective (e.g. first-person versus observer) with respect to these key questions.

This paper surveys computational efforts for modeling ToM capabilities
addressing the above questions while suggesting a path forward accounting for
various trade-offs from different model architectures and providing commentary
on design choices for our future work.

2 Contemporary Studies in Computational ToM

Foundational to our own work are Baker (2011) [3] and Rabinowitz [41]. The for-
mer “model[s] human ToM within a Bayesian framework... [and casts] Bayesian
ToM as a problem of inverse planning and inference about the world as a par-
tially Observable Markov Decision Process (POMDP), and invert[s] this forward
model using Bayesian inference.” The latter applies machine learning (ML) tech-
niques given Baker’s ideas, to train a model in understanding and predicting the
behaviors of a subject agent. Both works use “omnisicient” observer models, with
the caveat that the model cannot access the internal states of the subjects. Such
“eagle-eye” perspective models have application in areas such as video-game
AI or traffic/navigation software where the model can characterize player/driver
behaviors to adjust world/agent-elements to better challenge a video-game player
or ease strain on the traffic grid. Reinforcement learning (RL) models maximize
reward functions through iterative agent action selection, as the agent navigates
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Fig. 1. Examples of a few notable models of ToM over the past few years.

in, and interacts with, their environment, to produce an optimal policy. Jara-
Ettinger [22] casts ToM modeling as inverse reinforcement learning (IRL) (Ng
[34]) which infers an agent’s unobserved reward function within the environ-
ment based on the agent’s observed actions. Nguyen [35] builds on Rabinowitz’s
work proposing a cognitive Instance-Based Learning Theory (IBLT; Gonzalez
[19]) observer model in experiments similar to Rabinowitz. IBLT is built on the
concept of memory retrieval; modeling how readily available certain memories
are to the agent. This seemingly mimics human abilities in that our ToM relies
on our past experience (memories/interpretations of memories); some memo-
ries may fade, but others used more regularly are reinforced and more easily
accessed. Chuang [12] uses another extension of ToMnet to find social network
structures as an agent which may require several different resources navigates
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to their sources within a grid-world environment. Some notable model diagrams
from these papers are depicted in Fig. 1.

2.1 ToM and Language

Language is a burgeoning area of ToM research especially with the rapid ascent
of Large-Language Model (LLM) technologies. Several recent studies are aimed
at establishing the ToM reasoning capabilities of LLMs. Gandhi [18] creates a
social reasoning benchmark, BigToM, for procedural generation of ToM evalua-
tions. van Duijn [16] compares the ability of 11 LLMs with that of 7–10 year old
children, to find that a majority of these LLMs could not surpass the children’s
abilities, spare those in the GPT-family, especially GPT-4. Kosinski [26] develops
several natural language false-belief tasks for the popular GPT-family of models
and finds that they are able to track the beliefs of the characters in the assigned
tasks. Kosinski recognizes the debate surrounding these findings, and also claims
that “ToM likely emerged as a byproduct of increasing language ability [Milligan
[33]], as indicated by the high correlation between ToM and language aptitude,
the delayed ToM acquisition in people with minimal language exposure [Pyers
[39]], and the overlap in the brain regions responsible for both [Saxe (2003) [49]].
ToM has been shown to positively correlate with participating in family discus-
sions [Ruffman [46]], the use of and familiarity with words describing mental
states ([Pyers [39]], [Mayer [31]]).” (Note, we present Kosinski’s referenced cita-
tions here for the reader’s convenience.) Such ties between ToM and language
are presented in De Mulder [14], Sarmento-Henrique [48]. Aru [2] makes a similar
observation calling for a comparison of ToM abilities between models both with
and without language capabilities. Furthermore, they note, “Currently, there is
no evidence that the later steps of ToM (i.e., understanding of false belief and
hidden mental states) can develop without language input.” Jamali [21] offers
a more in-depth look comparing human neural architecture to those of LLMs.
Sclar [53] argues LLM’s lack ToM skills citing lack of diversity and complex-
ity in current reading comprehension datasets and goes onto to demonstrate an
inference-time method, SymbolicToM, which augments LLM’s with “an explicit
graphical representation of each character’s beliefs” which they claim is a way
to combat the lack of supervised data for the field. Ullman [58] and Shapira [54]
also exhibit healthy skepticism for LLMs’ ToM abilities.

So how can studies in language enhance those in ToM? In one manner, it is
crucial for the model to describe its observations and inferences, which seems the
realm of visual-language models, see Wang (2023) [62], Radford [42], Li (2022)
[28], Li (2019) [29], and Alayrac [1] for examples. A very recent development
in this regard comes from Jin [23] which argues about the flexibility of human
ToM reasoning to multiple modalities providing an evaluation for multimodal
ToM as well as a new multimodal ToM model, BIP-ALM. Blaha [7] argues that
understanding itself is a process (not a state) which can only be probed through
natural language, and offers insight in examining the process through failures
in understanding/comprehension. Evaluations based on these probes would be
helpful in uncovering the inner-workings of AI/ML models, as explained in the
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discussions on Explainable AI (XAI) in Blaha [7]. They go on to highlight the use
of counterfactual probes for ToM evaluation to assess understanding in terms of
causation. In another regard, using ToM-language techniques is effective when
agents are actively (or directly) communicating with one another. Theory of
Mind based communication strategies modeled using a POMDP is presented in
Buehler [8].

Studying the ties between language and theory of mind also raised curios-
ity about general auditory and visual signals. Very few studies are dedicated
to auditory modalities, which may indicate a fresh field for study. Hasni [20]
who designs a series of auditory ToM tasks for children arguing “sound may
offer cues unavailable to sight” (e.g. inflections of the voice). (For non-speech
modalities, intuitively, it seems we attribute mental states and intention to the
sources of sound rather than sound itself, but what about cases in which we
cannot determine the source of the sound?) Bedny [6] performs tests of ToM
to compare results between sighted and congenitally blind individuals citing 3
kinds of experiences which affect ToM development: visual (to perceive others’
internal states), first-person (to compare between their own and others’ states),
and linguistic (to understand concepts about the mind).

Direct communication, however, does not guarantee full access to the agent’s
mental state; information may be unknowingly or deliberately left out as may
be in the case of strategic interaction between agents.

2.2 ToM and Game Theory

In cases of strategically interacting agents, we consider the connections between
ToM and game theory. In learning about an opponent’s strategy, we ask what
is the difference between game theory and ToM? Game theory is the logical for-
mulation of strategy used in applications from board games, to economics, to
wargames. Game theory aids in “solving” games to provide insight into the best
strategies each player can apply to gain advantages and/or win. Game theory
follows a more logically rigorous structure looking at games in terms of their com-
ponent elements (agents, agent abilities, constraints, allowed/restricted actions,
winning/losing conditions, etc.) Yoshida [66] considers ideas from control the-
ory to formulate and apply a potential model of theory of mind to behavioral
data which they use to determine whether humans are indeed inferring mind-
states during a game of “Stag-Hunt.” Veltman [60] attempts to train the user
on higher-order ToM by having human participants play against computational
agents with varying ToM orders. McCubbins [32] argues that ToM models would
go beyond the classical concepts and results of game theory by relinquishing
its mathematically-elegant, yet restrictive, assumptions such as players “com-
port[ing] to Nash equilibrium strategies (or even von Neumann-Morgenstern
utility maximization)”, as well as the “patches of behavioral game theory” used
to explain the “deviations in classical rationality.”

Deception serves as a prime sub-area for exploring ToM capabilities for it,
intuitively, imposes the need for modeling of mindsets as agents direct each
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other away from the truth. In Sarkadi [47], they provide a mathematical for-
mulation for deception combining ToM with two major theories of deception
from communication theory: Interpersonal Deception Theory, looking at how
communicative and cognitive capacities affect implementation of deception, and
Information Manipulation Theory 2, helping explain how to employ deception
through information manipulation. Oey [36] examine how liars must balance
utility maximization with plausibility of the lie and compares the use of a recur-
sive Bayesian ToM model with one that has no model of another agent’s mindset
and another omniscient model.

A model is only as good as the data it learns from; it would be prudent
to establish whether game play datasets contain these assumptions or to open
the space of potential actions an agent can experiment with. It is difficult to
know whether a ToM model would learn classic game-theoretic results if left to
its own devices. Doing so would simultaneously validate the model and game-
theoretic results and, anticlimactically, “reinvent the wheel.” Not doing so would
not invalidate any results, but simply direct us to probe into the assumptions the
ToM model made on its way to understanding the subject strategic interactions.

2.3 Generalizability/Modularity

In question #3 of Sect. 1, we reference the generalizability of a ToM model;
that is the claim that each individual has their own ToM model which they
apply to any social situation they are in, and this model is updated through
either engagement or non-engagement with other entities. Modularity refers to
the model’s flexibility in extending its learned representation. By this we mean
shifting between local/global perspectives or employing higher-order reasoning
(meta-reasoning, see Caylor [10]). Diaconescu [15] models ToM capability with a
Hierarchical Gaussian Filter (HGF) which uses parameters tuned to individuals
participating in a small economic binary lottery game. The HGF is an example
of a generalizable model in two main ways: (1) its priors are tunable to the
individual it hopes to model and (2) its input parameters seem adjustable beyond
binary inputs. It also shows promise for modularity because of its extendability in
hierarchy. Patricio [37] introduces a mathematical model, based on Baker (2012)
[4] and incorporating the idea of fuzzy cognitive maps, which they personalize
to 15 different human participants. The use of higher-order ToM by humans in
Veltman [60] is another example of the modularity desired in artificial agents.

The generalizability of ToM is referenced by Aru [2] to suggest that a model
should not be limited to performing a single task such as resolving the Sally-
Anne test (see Fig. 2; Wimmer [65], Baron-Cohen [5]) which is a classical false-
belief task used in establishing ToM capabilities. They, instead, call for open-
ended learning (see Fan [17], Sigaud [56]) which allows for flexibility of human-
like cognition. Generalizability in the form of open-ended learning approaches
seemingly implies the use of reinforcement learning techniques, for which the
difficulty lies in defining proper reward functions (see Aru [2].)
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Fig. 2. The Sally-Anne Test presented in Baron-Cohen [5]. Sally and Anne are in a
room with two boxes and an object. Sally places the object in Box A and leaves the
room. Anne switches the object to Box B. The test-taker then infers where Sally looks
for the object upon returning.

3 Aggregating Model Considerations

Our initial goals in developing this project were inspired by the machine-learning
methodology used in Rabinowitz [41]; we were, namely, interested in extending
their ToMnet model to more complex and dynamic situations involving multiple
agents applying more strategic policies, occlusion of the observer model’s field-
of-view, and different agent characterizations. We consider the insights shared
from the previous sections.

In the spirit of Kosinski [26], Aru [2], Sclar [53], ToM need not be explic-
itly programmed into proposed models, but may be an emergent property of
the training its received, with the caveat that the model is given a rich-enough
experimentation environment to learn from, which leads into the “generalizabil-
ity” aspect of ToM; one model that can be applied to a multitude of scenarios
and perfected to a task via specific training. Intuitively, humans apply one model
of ToM to several different situations (e.g. driving, playing basketball or chess,
speaking with clients) and the model is constantly upgraded, though not neces-
sarily perfected, with each new experience.
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We see a few notable paths for our work applying ToM in tandem with ML
techniques:

1. Developing metrics to measure (the richness of) Theory of Mind models.
2. “Eagle-eye”/observer models which overlook an arena with various actors and

dynamic elements; the model may or may not communicate with the agents
in the simulation.

3. “1st-person” models which must navigate a dynamic environment filled with
autonomous, policy-driven actors most, if not all, of which must be charac-
terized for the agent to optimally fulfill their goals. This 1st-person model
also may or may not communicate with other agents.

For Item #1, such an effort was underway with Shu [55] where they develop
a series benchmark evaluations to test the core intuitive psychological reason-
ing capabilities of proposed cognitive models. The benchmark depicts four types
of 3D animated scenarios representing goal preference, action efficiency, unob-
served constraints, and cost-reward trade-offs and they apply the benchmark to
compare two ToM models: one involving Bayesian inverse planning and a ToM
neural network extending ToMnet [41]. The authors recognize that “a model may
also need to understand other concepts to pass a full battery of core intuitive
psychology, including perceptual access and intuitive physics.” Such a battery
of tests could help characterize the richness of proposed ToM models (Fig. 3).

Observer-type models are excellent for understanding the “big picture”, out-
side of a local scope, however, data for these models is not so readily accessible.
One workaround is using publicly-available, pre-trained RL algorithms to help
automate data generation of states and actions. But a hiccup to this, is the avail-
ability of rich RL algorithms; so one could run into a recursive/circular issue:
We want our ToM model richly trained, but the data must itself be rich-enough.
Inferences of pure observer models are interesting to study, but imparting them
with the ability to communicate with the agents in the observed environment
can allow us to see the potentially action-/policy-changing effects its inferences
have.

“1st-person” models would benefit from using some form of (I)RL. The prob-
lem to solve with using RL is defining a reward function which explicitly drives
the model to infer on internal states of the agents it interacts with. Data gener-
ation of different environments, tasks, potentially expandable action-sets would
be required. However, any method using RL will almost always require very long
training times. Using Bayesian models with pre-programmed priors may perform
better than ML techniques, as was the case in Shu [55], but may also require
other pre-programmed knowledge (e.g. physics) which is not as easily accessible
to a working model.

In any case, machine learning techniques have the benefit of providing a
potential blank-slate for the flexibility in accessing richer sets of inferences; how-
ever black-box methods obviously hideaway the inner workings of the model.
Whereas, Bayesian and other pre-programmed probabilistic models benefit from
being directed from human intervention. The suggestion for proceeding down
either route is using the former when developing ToM from first principles, and
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Fig. 3. The eye on top represents an observer-type model overlooking the agents and
the environment, possibly communicating with the agents to alter actions. The red
agent represents a 1st-person type model which can only infer on what it can observe
within the environment. (Color figure online)

the latter when required to solve specific tasks for processes that just need fine-
tuning. A method which uses a combination of both techniques would be ideal,
and is left for further discussion.

3.1 Future Plans

For the capabilities we are trying to engineer, we focus our attention to observer-
type models with the ability to communicate with the observed agents to under-
stand the effects their inferences have on agent policies. Furthermore such a
model also has the flexibility of allowing 1st-person-type models as its subjects,
and communication between these two models would also lead to an interest-
ing array of experiments. However, to start, it would be prudent to create an
environment with two observed agents for which we can craft simple gameplay
policies (e.g. Hide-n-Seek) and determining how the model can delineate between
the two policies. Following these initial experiments, we could expand to three
or more agents with different teamings, introduce environmental effects and/or
communication between observer and in-game agents. The Farama Foundation
contains a number of quality reinforcement learning tools to assist in this and
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further expansions of any experiment: Minigrid [11] is a simple gridworld envi-
ronment which could serve as a stepping stone to other more complex tools
such as PettingZoo [57] used for multi-agent reinforcement learning. We have
also used NetLogo [64] in our work to recreate the gridworld environments (see
Fig. 4), and while it is a very strong simulation framework allowing, for exam-
ple, incorporation of Python code (including commonly used machine learning
tools), it does not have the built-in functionalities of the devoted RL tools from
the Farama Foundation.

Currently, in our work using NetLogo, we have been able to generate multi-
ple agents which traverse the world randomly, but imparting purposeful behavior
has yet to be achieved; that is, each agent carries out a random action policy and
does not optimize any reward to encourage “thoughtful” behaviors. We consider
recent developments of multi-agent learning techniques to guide us in efficiently
incorporating multiple agents into our environments. Lanctot [27] considers the
problem of multiagent policies learned using independent reinforcement learn-
ing by creating an algorithm incorporating a metric of joint-policy correlation
to combat this. Wang (2020) [61] introduces MARL with the concept of roles
to teach agents with diverse responsibilities adopting the paradigm of central-
ized training with decentralized execution. Kim [24] creates the communication
method of Intention Sharing, whereby agents share their imagined trajectories
to prompt other agents.

Fig. 4. Initial attempts at expanding single-agent gridworld models to host multiple
agents in NetLogo [64].

We also hope to engage with other artificial reasoning methodologies such
as Uncertainty of Information as presented in Raglin (2020) [43] to create more
robust models capable of mitigating the negative impact of uncertainty in various
situations, see Raglin (2022) [44].

As we progress in our work, we must stay aware of the capabilities of our
model, namely, we should check intermittently whether our model follows ToM
principles, or displays any sort of aptitude towards ToM. While we want the
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model to perform well in the task of inferring and potentially altering agent’s
mental states as they perform in progressively complex environments, it would
also be prudent to consistently test its capabilities for performing core psycho-
logical reasoning tasks (Shu [55]) and generating tests (Jin [23]) of the existence
and richness of its ToM capabilities and understanding of another’s mindset
(Blaha [7]).

Our intention, again, is to explore ToM models for multiple, strategic agents
in dynamic environments. Considering the approaches and insights offered
before, it is befitting to proceed in a more model-centric manner, as opposed
to data-centric, especially with regards to generalizability and modularity. Our
explorations in language prompt us to explore LLM learning paradigms for use
in our own model(s) as such systems become more adept at various probes
of reasoning. While we do not necessarily intend to create a language model,
as other types of models have demonstrated visual/symbolic reasoning capa-
bilities, language is inextricably linked to ToM. To explore multiple, strategic
agents in dynamic environments, would be to limit potential “emergences” and
generalizations of reasoning skills to other contexts, but also seems to serve as
the next phase in testing ToM model capabilities. Game theory provides ini-
tial benchmarks to compare model inferences with. Metrics for ToM reasoning
tasks would serve as crucial checkpoints as we proceed towards more open-ended
learning as a way of bolstering cognitive flexibilities.

4 Conclusion

In this paper we surveyed contemporary studies in computational ToM and pre-
scribed a way forward for a particular proposed class of ToM models. Namely,
those observing and affecting multiple policy driven agents within a dynamic
environment. We provided insight into topics arising as we enrich and add com-
plexity to our models. Namely, language (seen as essential in ToM development),
game theory (games provide a rich experimental proving ground), and general-
izability (breaking free of specific tasks). We also briefly discuss some insights
from multi-agent learning techniques, categorize potential model development
avenues based on metric generation and model perspective, and provide some
commentary on our own work and paths forward. Overall, we hope to push the
limits in enhancing human-level performance by imparting ToM capabilities to
artificial agents.
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Abstract. A scene graph consists of a collection of triplets < subject,
predicate, object > for describing an image content. One challenging
problem in Scene Graph Generation (SGG) is that annotators tend to
give poorly relevant predicates, which causes a bias toward less infor-
mative triplet predictions. This paper focuses on predicate classification
task. We question the information processing that leads to the deduc-
tion of poorly informative predicates in current models. We argue that
the set of possible predicates should not be regarded as a probabil-
ity space notably because the predicates granularity varies, like on and
sitting on. We suggest an alternative representation of the information in
the Dempster-Shafer framework using a goal-oriented constructed hier-
archy. Thanks to this more trustworthy representation, we propose a
flexible decision-making procedure that allows us to play with the pre-
dicted predicate level of granularity. Our experiments, carried out using
scores estimated by an existing transformer-based scene graph generation
model, show that our method helps reduce the long tail problem.

Keywords: Scene Graph Generation · Uncertainty Representation ·
Dempster-Shafer Theory

Introduction

The task of Scene Graph Generation (SSG) consists of mapping an image into
a scene graph that represents relations, called predicates between the detected
objects in the image. One challenging problem in Scene Graph Generation (SGG)
is that annotators tend to give poorly relevant predicates, which causes a bias
toward less informative predictions. This problem is referred to as a long-tail
problem. Despite recent advances like [14] that proposed a counterfactual app-
roach to remove bias induced by the long-tail problem, few works have ques-
tioned the representation of the uncertain information provided by the outputs.
However, this representation is directly related to the long tail problem because
poorly relevant information like ’man near chair’ is more likely to be true than
specific information like ’man standing on chair’.

The classical output of an SGG model consists of a logit vector designed to
quantify the uncertainty associated with the possible output predicates classes.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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However, the set C of these considered possible classes is mistaken for a sample
space Ω of the probability theory, a.k.a., universe, composed of all the atomic
events, a.k.a, singletons in the set theory. The problem is that the elements of C
are not atomic events since they are not mutually exclusive, like on or sitting on
(hierarchical aspect) or looking at and using (multi-label aspect). Furthermore,
the epistemic uncertainty (lack of knowledge) inherent to the coarse classes
like on prevents defining a unique probability distribution that only captures
aleatoric uncertainty (intrinsic to the hazard of a phenomenon).

In the remainder of this paper, we refer to a SGG model logit output as
a pseudo probability defined on C and denote it by p̃ = (p̃(c1), . . . , p̃(c|C|)),
where p̃(c) denotes the softmax normalized score associated to class c, and |.|
the cardinal application. Usually, the decision-making procedure for choosing
the predicted predicate ĉ consists of performing a pseudo-optimal expectation:

ĉ = argmaxc∈C(p̃(c)). (1)

This procedure contributes to the long tail problem by disadvantaging the finest-
grained predicates, unfairly competing with the coarser predicate classes.

We propose a practical method for transforming the initial logits into a more
trustworthy representation of the predicate class uncertainty by coupling the
Dempster-Shafer theory with a goal-oriented, manually constructed hierarchy
on the set of predicates. Then, we propose a flexible decision-making procedure
to allow adjustment of the predicted predicate level of relevance.

The remainder of this paper is organized as follows. First, the context of SSG
and the necessary theoretical notions of Dempster-Shafer Theory are presented
in Sect. 1. In Sect. 2, we describe our proposed method and illustrate it on an
example in Sect. 3. The results are presented in Sect. 4. Finally, a discussion
about the related works and the multi-label aspect is provided in Sect. 5.

1 Background

In this section, we introduce the task of Scene Graph Generation and the notions
of Dempster-Shafer theory mobilized in our proposition.

1.1 Scene Graph Generation

Introduced by [7] in 2015, the notion of a scene graph has gained increasing
interest because it provides a more manageable data format for describing image
scenes than natural language data does. Semantic image retrieval, which consists
of searching for images using a description of their contents, was the first use of
scene graphs. Scene graphs are now used in more diverse domains in computer
vision applications such as image generation [6], image captioning [17], image
semantic understanding [1], and visual question answering [3].

The first scene graph dataset real-world scene graphs was provided by [7]. It
was constructed using pre-existing image datasets such as YFCC100m [15] and
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Microsoft COCO [9]. The datasets consist of a collection of images, for which
some ground truth bounding boxes of the object positions, identification, and
relations between the objects are provided. The relations are captured as triplets:

< subject, predicate, object > .

Visual Genome Dataset [8], built from crowdsourced annotations, is currently
one of the most widely utilized large-scale scene graph datasets. Figure 1 and
Table 1 provide an example of an annotated image.

Fig. 1. Example of image

Table 1. Ground truth triplets correspond-
ing to Fig. 1 as considered in [2].

<Subject, Predicate, Object>

man sittingon bench

man wears hat

man in jacket

man wears pant

man wears sock

The SSG models trained on such large datasets are used to generate scene
graphs for new images. The SSG task is generally divided into the following
sub-tasks: object bounding box detection, object classification, and classification
of the relations between the objects, a.k.a, predicate classification. Some models
referred to as one-stage method perform simultaneous detection and classification
of objects and predicates classification. The final SSG output comes as a ranked
list of triplets.

Remark 1. The number of relevant triplets is not known in advance. Actually, it
would not be realistic to capture all possible triplets in each image. The ground
truth triplets annotations are, therefore, highly incomplete. To handle this vary-
ing length of triplets collection, the SSG model generally includes a padding
class in C to account for irrelevant triplets. Let us denote the padding class as
c∗ in the remainder of this paper.

1.2 Dempster-Shafer Theory

The Dempster Shafer theory [11,13] (DST), also called belief functions theory
or evidence theory, allows to represent both aleatoric uncertainty and epistemic
uncertainty. This theory has been used in various domains, including informa-
tion fusion, knowledge representation, machine learning, or risk analysis. DST
extends the probability theory, allowing masses to be assigned to subsets of
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the universe. Denoting the universe by Ω, a mass function is a set function
m : 2Ω → [0, 1] satisfying

∑

A⊆Ω

m(A) = 1. (2)

For a set A ⊆ Ω, the quantity m(A) is defined as the mass of belief allocated
exactly to the set A and not to any more specific subsets of A. In other words,
m(A) can be interpreted as the probability that we know nothing more than
that the truth is in A [11].

Example 1. Let us take the example of an experiment involving the drawing of
a ball from a box containing 10 balls: 4 red, 2 blue, 2 green, 1 black, and 1
ball whose color is unknown (but is either red, blue, green, or black). Let us
try to characterize the behavior of the random variable X for the color of the
ball we would get on the next draw. Note that the universe considered here
is Ω = {red, blue, green, black}. In the probabilistic framework, the problem is
that, depending on the color of the last ball, we get different probabilities. For
example, if the last ball is red, we have

p(red) = 1/2, p(blue) = 1/5, p(green) = 1/5, p(black) = 1/10.

If the last ball is blue, we have another probability distribution:

p(red) = 2/5, p(blue) = 3/10, p(green) = 1/5, p(black) = 1/10.

Finally, a single probability distribution is not enough to characterize the behav-
ior of X. In this example, aleatoric uncertainty about variable X value arises
from several possible truths. The epistemic uncertainty comes from the infor-
mation about the last ball, which can be stated as “the last ball is red, blue,
green, or black”. From this information, we can construct a mass function m to
describe the draw:

m({red}) = 2/5, m({blue}) = 1/5, m({green}) = 1/5

m({black}) = 1/10, and m(Ω) = 1/10.

A mass function induces two other set functions: first, the belief function
Bel : 2Ω → [0, 1], which quantifies the total belief in A as the sum of all masses
of subsets of A:

Bel(A) =
∑

B⊆Ω,B⊆A

m(B), (3)

second, the plausibility function of A, Pl : 2Ω → [0, 1], which quantifies the
maximum evidence that could be allocated to A:

Pl(A) =
∑

B⊆Ω,B∩A �=∅
m(B). (4)

From these two set functions a probability interval can be defined, ∀A ⊆ Ω,

Bel(A) ≤ P (A) ≤ Pl(A).
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Example 2. Taking back Example 1, we can deduce intervals for the real prob-
ability p:

p(red) ∈ [2/5, 1/2], p(blue) ∈ [1/5, 3/10], p(green) ∈ [1/5, 2/5],

and p(black) ∈ [1/10, 2/10].

2 Approach

Consider that an SSG model has already predicted the subject and object. Let
us assume the SSG model also provided an initial logit p̃ = (p̃(c1), . . . , p̃(c|C|)) on
the set of the raw classes C for characterizing the relation between the predicted
subject and object. Instead of predicting directly from p̃ with the pseudo-optimal
expectation (Eq. 1), we propose to transform p̃ into a mass function m that
better represents the aleatoric and epistemic uncertainties implicitly present in
p̃. Then, we propose a decision-making procedure based on the DST theory.

To this purpose, we manually define a hierarchy on the predicates in C. We
used two types of relationships, for A,B ∈ C, the IS-A relationships, A IS-A B,
and the equivalences, A ≡ B. Figure 2 presents an extract of our hierarchy.

Fig. 2. Extract of our manually constructed hierarchy

Remark 2. We assume a unique true predicate exists at the higher granular-
ity level, i.e., the absence of a multi-label aspect. We will discuss how to free
ourselves from this assumption in the Sect. 5.

Thanks to this hierarchy, we define a closed universe Ω containing the nodes
with the highest granularity:

Ω = {lying on, laying on, sitting on, . . . , using, wears, . . . }. (5)
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In the absence of the multi-label aspect, the output logit p̃ can be interpreted
as a mass function almost directly, with appropriate management of equivalences
in the hierarchy, and of any padding class c∗:

m(A) =
∑

c∈C
individuals(c)=A

p̃(c), (6)

m(Ω) = p̃(c∗), (7)

where individuals(c) is the subset of Ω corresponding to the raw class c.
The sum in Eq. 6 is to account for the equivalent classes in C. If there is only
one raw class of predicate c corresponding to A, then the mass assignment is
m(A) = p̃(c). In the second part of the mass assignment (Eq. 7), the padding
class score is transferred to the total set Ω. The interpretation of m(Ω) is the
quantity of total ignorance, as illustrated in Example 1 with the last ball.

Remark 3. To lighten notations, we designate subsets of Ω by their counterpart
in C. For example, instead of writing m({using, wear, . . . }) we write m(with).

Let us present our decision-making procedure in the following. To encourage
hierarchical proximity between a ground truth predicate B and a prediction A,
we consider the hierarchical F-score originally defined for hierarchical classifica-
tion [12] as our gain function:

Fβ(A,B) =
(1 + β2)|ancestors(A) ∩ ancestors(B)|

β2|ancestors(A)| + |ancestors(B)| , (8)

where β is a parameter in R
+ and ancestors(A), denotes the set of ances-

tor nodes of the node corresponding to A in the hierarchy. For example,
ancestors(using) = {using, with, near,Ω}. Instantiations of Fβ(A,B) are given
in Table 2. Let us comment on the influence of the β parameter.

– When β = 0, the gain of predicting A for ground truth B reduces to
|ancestors(A)∩ancestors(B)|/|ancestors(B)| which encourages the relevance of the
prediction as specialization errors, i.e., A ⊂ B, are not penalized, but gener-
alization errors, i.e., B ⊂ A, are sanctioned.

– When β → ∞, the gain tends to |ancestors(A)∩ancestors(B)|/|ancestors(A)|, which
on the opposite, rewards cautiouness B ⊂ A and sanctions specializations
A ⊂ B.

The choice of β sets the compromise level between cautiousness and relevance.
The decision making-procedure consists of maximizing the objective function

that has been introduced for cautious classification [4,5]. For a candidate A ⊆ Ω,
this objective function is defined as

EG(A) =
∑

B⊆Ω

m(B)Fβ(A,B). (9)
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3 Illustration

In this section, let us detail our procedure for one example. We consider the
image in Fig. 1. Assume the SSG Model prediction is man for the subject and
bench for the object. Now consider following output logit p̃:

p̃(ci) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

0.6 if ci = on,

0.01 if ci = above,

0.01 if ci = lying on,

0.01 if ci = laying on,

0.33 if ci = sitting on,

0.04 if ci = c∗,
0 otherwise.

The pseudo optimal expectation would lead to predicting the poorly informative
predicate on as it is associated with the maximal score value.

With our suggested representation, the initial output logit is transformed as
the following mass function:

m(Ω) = 0.04, m(on) = 0.61, m(lying on) = 0.01,

m(laying on) = 0.01, m(sitting on) = 0.33.

We can deduce partial information about the real probability distribution on the
universe Ω:

p(lying on) ∈ [0.01, 0.66], p(laying on) ∈ [0.01, 0.66], p(sitting on) ∈ [0.33, 0.98].

Using the detailed expression of the gain function Fβ given in Table 2, let us
compute the expected gain for candidates near, on and sitting on:

EG(near) = m(Ω)Fβ(near,Ω) + m(on)Fβ(near, on)
+m(lying on)Fβ(near, lying on) + m(laying on)Fβ(near, laying on)
+m(sitting on)Fβ(near, sitting on)

≈ 0.62 if β = 0.1
≈ 0.74 if β = 1
≈ 0.98 if β = 20

EG(on) = m(Ω)Fβ(on,Ω) + m(on)Fβ(on, on)
+m(lying on)Fβ(on, lying on) + m(laying on)Fβ(on, laying on)
+m(sitting on)Fβ(on, sitting on)

≈ 0.91 if β = 0.1
≈ 0.93 if β = 1
≈ 0.97 if β = 20
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and

EG(sitting on) = m(Ω)Fβ(sitting on, Ω) + m(on)Fβ(sitting on, on)

+m(lying on)Fβ(sitting on, lying on) + m(laying on)Fβ(sitting on, laying on)

+m(sitting on)Fβ(sitting on, sitting on)

≈ 0.99 if β = 0.1

≈ 0.88 if β = 1

≈ 0.81 if β = 20

Table 2. Fβ(A, B) expressions for A, B in {Ω, on, lying on, laying on, sitting on}.

Fβ(A, B) A

Ω on lyingon layingon sittingon

B Ω 1
(1 + β2)

3β2 + 1

(1 + β2)

4β2 + 1

(1 + β2)

4β2 + 1

(1 + β2)

4β2 + 1

on
(1 + β2)

β2 + 3
1

3(1 + β2)

4β2 + 3

3(1 + β2)

4β2 + 3

3(1 + β2)

4β2 + 3

lyingon
(1 + β2)

β2 + 4

3(1 + β2)

3β2 + 4
1

3(1 + β2)

4β2 + 4

3(1 + β2)

4β2 + 4

layingon
(1 + β2)

β2 + 4

3(1 + β2)

3β2 + 4

3(1 + β2)

4β2 + 4
1

3(1 + β2)

4β2 + 4

sittingon
(1 + β2)

β2 + 4

3(1 + β2)

3β2 + 4

3(1 + β2)

4β2 + 4

3(1 + β2)

4β2 + 4
1

Table 3 shows the predicted predicate for the baseline, and our method instan-
tiated with β = 0.1, 1, 20. We obtain fine-grained prediction sitting on for the
small value of β and more cautious prediction near when β is high.

Table 3. Resulting predictions for the illustration example.

< Subject, Predicted predicate, Object >

RelTR
baseline

evidential
RelTR
β = 0.1

evidential
RelTR
β = 1

evidential
RelTR
β = 20

man on sittingon on near bench

4 Results

We base our experiments on the transformer-based SSG RelTR [2]. This is
a one-stage SSG model with encoder-decoder-based architecture. This model
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has gained attention for its competitive performance and fast inference. In our
experiments, we use the RelTR model [2] pre-trained on the Visual Genome
dataset. For the prediction of subject and object, we used the same procedure as
the authors in their GitHub repository https://github.com/yrcong/RelTR.git.
Experiments have been conducted on the 26446 testing images.

We evaluate our results with recall@k score that is the fraction of the ground
truth triplets GT that appear in the top − k most confident predicted triplets
denoted topk in one image:

recall@k =
|topk ∩ GT |

|GT | . (10)

Since recall@k is biased towards the coarser predicate categories due to their
over-representation in the annotated ground truth triplets, recent works use a
class-wise version called mean recall@k instead. For each image, recall@k scores
are computed separately for each predicate category. These class-wise scores are
then averaged on all images and averaged again on all categories to give mean
recall@k.

Table 4 shows the results in terms of recall@5 and mean recall@5 for the
baseline RelTR and our evidential counterpart instantiated with different β. The
baseline gets the highest score for recall@5 because the most common and least
informative predicate classes are well predicted. However, our counterpart instan-
tiated with a small value of β allows us to reach better performances in terms
of mean recall@5. Also, we find that the performance of our approach decreases
as β increases. This is because the larger the β, the more cautious/coarse the
predicate prediction.

Table 4. recall@5 and mean recall@5 for baseline and our approach instantiated with
β = 0, 0.1, 0.5, 1, 2.

baseline
RelTR

evidential
RelTR
β = 0

evidential
RelTR
β = 0.1

evidential
RelTR
β = 0.5

evidential
RelTR
β = 1

evidential
RelTR
β = 2

recall@5 18.7437 9.5025 15.4552 18.7102 18.2974 13.8532

mean recall@5 4.6177 7.2504 7.1335 5.0118 4.2883 2.9104

Figure 3 presents recall@5 score separately on each predicate class for the
baseline and the evidential counterpart with β = 0.1. These results confirm that
our approach improves the relevance of the predicted predicates. Indeed, we
are able to better predict predicate classes belonging to the long tail, such as
mounted on, walking in, or sitting on.

https://github.com/yrcong/RelTR.git
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Fig. 3. recall@5 per predicate class for baseline vs proposed evidential method instan-
tiated with β = 0.1.

5 Discussion

In the existing literature on the SGG, predicate classification output has been
questioned to a certain point. On the topic of vector logit transformation to
address the long-tail problem, [10] criticized the naive idea consisting of re-
weighting the scores vectors to encourage fine-grained classes at the expense of
the coarse-grained classes. This idea limitation is that without taking correlations
between predicates into account, such a process would degrade the discrimina-
tory ability. The authors of [10] instead propose Category Discriminating Loss,
adjusting the re-weighting process according to predicate correlations.

The hierarchical aspect of the predicates relations has also been reported.
Notably, [18] exploits a 2-level hierarchy on the predicates set to improve the
prediction of fine-grained predicates.

The multi-label aspect of SGG has also been reported. In particular, [16]
refers to implicit multi-label to describe the three types of ambiguities: syn-
onymy, hyponymy, and multiview issues, and propose a method that returns
diverse prediction logit to reach more human-like diverse predictions.

Although the hierarchical aspect could be viewed as a type of multi-label, we
choose to refer in our work to multi-label to designate the fact that two finely-
granted predicates could be true at the same time, like < women, holding, cat >
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and < women,watching, cat >. The multi-label aspect, in that sense, has been
neglected in our approach that requires a unique universe Ω with mutually exclu-
sive elements. In order to consider both hierarchical and multi-label aspects, we
should define different universes Ω1, Ω2, Ω3, etc. Then, we could define a joint
mass function on Ω1 × Ω2 × Ω3 . . . by applying our method independently on
each universe. This would require training the SSG model separately on each
universe as well.

On a more general note, our approach differs from these existing works in
that our objective is not solely the predicate classification but also to obtain the
more trustworthy and interpretable representation of aleatoric and epistemic
uncertainty.

6 Conclusion

In this paper, we propose an alternative evidential representation of the logit
output representation in the predicate classification task that allows the capture
of both aleatoric and epistemic uncertainties. Using our manually defined hierar-
chy on the set of the predicates, we were able to transform the SSG output logit
into a mass function. We also proposed a flexible decision-making procedure.
Depending on the β parameter value, one can adjust the granularity level of
the predicted predicate. The experiments were conducted using a transformer-
based SSG baseline. We show that for small values of β, our evidential coun-
terpart of the baseline improves the relevance of predicted predicates. We also
discussed how our method could be applied to treat the multi-label aspect. We
are convinced that our evidential representation can be valuable in trustworthy
AI applications.

We have two main perspectives on this work. The first one concerns the cal-
ibration of the initial output logits. Due to the highly imbalenced dataset, the
SSG model may overestimate some score values, impacting our evidential rep-
resentation. Our second perspective is to generalize our approach to the triplet
classification, as the hierarchical aspect is also present in the objects identifica-
tion task like between human and man.

Acknowledgement. This paper is based on results obtained from a project,
JPNP20006, commissioned by the New Energy and Industrial Technology Develop-
ment Organization (NEDO).
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Abstract. The Uncertainty of Information (UoI) concept is based on the premise
is that all uncertainty is not equal. Uncertainty can have greater or lesser impact
based onwhat caused the uncertainty. Thus,UoI focuses on providing a description
that can be linked to the numerical value that represents the uncertainty. This
can allow greater understanding of the category of uncertainty and improve the
decisions that are impacted by different categories of uncertainties.

In our previous paper, we explored how the concept of Black Swan events
can be extended to different colors of swans. The severity of the uncertainty and
its impact can be expressed utilizing different color swans. The categories of
uncertainty described in the UoI is complementary to the idea with the different
color swans. In this paper, we will continue to explore UoI and swan colors. We
will expand on the network use case presented in the first paper by applying UoI
to network monitoring metrics. Finally, we will present a graphical user interface
that could be used to quantify uncertainty to aid decision makers.

Keywords: Uncertainty · Fuzzy Logic · Black Swan

1 Introduction

In the previous paper [1] we discussed the idea that the concepts of uncertainty of
information (UoI) could be linked with the concepts from the idea of extending the
concept of Black Swan. For the extended concept of Black Swan, we began to associate
different colors with the rarity and impact of an event. Thus, we defined additional swan
colors. A Black Swan is “an outlier because nothing in the past can convincingly point
to its possibility, carrying an extreme impact, something that can be rationally explained
after it occurs.” [2] A Grey Swan is a “very significant event whose occurrence may be
predicted beforehand, but its probability is small.” [3] A Grey swan could be positive or
negative altering theway a systemwould operate.AWhite Swan is defined as “something
almost certain to happen” [4]. AGreen Swan has been defined as “riskswe humans create
for ourselves.” [5] TheUoI concept was created so that uncertainty can be communicated
in a descriptive manner. For UoI [6] concept we focused on the taxonomy for the data
sources. Thus, for any data source the associated uncertainty would be categorized that
give a description to the cause of the uncertainty. The categories are corrupt, incomplete,
inconsistent, questionable, inappropriate, and inaccurate [7].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Then we selected a use case to discuss how these combined ideas would apply. We
selected Morris Worm as the use case. Created in 1988, the Morris Worm was the first
known self-replicating malicious code distributed over a communication network with
or without the awareness of the user [8]. The Morris Worm was declared to be the most
destructive and one of the major threats on the Internet by exploiting the vulnerabilities
of existing operating systems and using heuristic knowledge about internet topology, as
well as trust relationships to aid its spread. The consequences of the Morris Worm that
caused significant negative impact include the underlying methods that allowed access
into user accounts and caused spreading to sites previously trusted by those users.

In this case, the software worm used the sendmail program for Unix systems (an
amnibus application related to sending and receiving emails, especially the internet
SMTP email protocol) and the C compiler to replicate itself across the network. The
worm had different methods of invading other systems; one was the ability to use code
repetitively throughout other systems [9].

Our intent was to select a use case relevant to the cyber domain. This was partially
due to the great potential impact that problems in the cyber domain have on other areas
such as economy, health, science, and others. Although the focus of the use case was not
to generate solutions, providing quantitative assessments to mitigate risk can be helpful
within this domain and across other areas. With this as a key motivation we wanted to
explore how quantitative methods such as the UoI and black swan concept could be
incorporated within user interfaces. In this paper we will discuss a user interface that
could support decision making within the cyber domain to bridge the UoI and black
swan concepts.

2 Mapping of UoI and Swan

There are different potential options for connecting UoI to our use case. One way is to
take different variables that represent components of the use case. The variables would
be associated with different data sources. Where there are uncertainties corresponding
to these data sources, they would be linked to the categories from the UoI concept. Here
are some examples for this type of mapping:

1. This first option was presented in our previous paper. One example was the network
health in terms of available storage as a data source. Thus, data that gives the health
of the network would be evaluated. If this data is incomplete, the data that says how
much available storage is on the network is not completely available then the UoI
category would be incomplete. A high UoI would indicate that there is significant
data missing associated with network health. In this example, the UoI is related to
the data that represents one component affected by the Morris Worm, the network
storage.

2. A second option is to consider the network as the data source. For this example, the
network crashed. The crash was due to a worm being released in the network. Then
the UoI category of corrupt could be used. Thus, a highUoI for corrupt would indicate
that the network was compromised (ie crashed). The cause of this high UoI would be
the worm.
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3. A third option is to consider the number of nodes affected. For this example, the total
number of nodes is considered. As the worm replicated it limited its affect within
each node but not across the total number of nodes. Thus, let’s consider this under
the category of questionable. At the start of the process, a low UoI for questionable
would be associated with a single node that was affected. As the process continued,
a higher UoI for questionable would be associated if no additional information about
a single and all the nodes were captured.

To map the UoI concept to swan colors, two colors are used. A Black Swan is for an
event that is considered an outlier because nothing in the past pointed to the possibility
of it happening but if it happens the impact would be extreme. A Gray swan is an event
that has a moderate chance of happening and if it happens it would be considered very
significant. With this in mind, we now look at the previous options examples.

1. In the first example the available storage rapidly going to zero would be an extremely
rare event. Thus, it labeled a black swan.Moreover, having incomplete information of
the status of available storage is extremely rare, supporting the label of a black swan.
If a UoI agent (that process the UoI algorithm) was used it could generate a warning
when it did not have complete information about the status of available storage. This
would be indicated by the high UoI in the incomplete category for this black swan
event.

2. In this second example when the network crashes. This would be a significant
event, but the probability of the network actually crashing maybe lower than 100
or 90 (that represent relatively high chances of happening). This would be labeled
a grey swan. If a UoI agent was used it could generate a warning that indicated a
worm may be present that could comprise the network. Because of this significantly
possible compromise to the network a high UoI value for corrupt would be assigned
for this grey swan event.

3. In the third example the number of affected nodes. Once the process started and the
UoI value increased then a swan color from light grey to black would be assigned.
Then a label of black swan would indication that a significant number of nodes are
affected causing much more vulnerability.

In addition, we can consider that a similar incident, a malicious worm or attack
could have serious consequences for example to the data on the network or within a data
structure system. In this case, the range of negative impact to the data could be identified
as grey or black. Here the likelihood of problems with the data systems would then be
high. If a malicious worm or attack like the Morris Worm erodes the data itself then the
UoI category of corrupt or inaccurate could be used. If the consequence of this worm
or attack impacted the availability of that data, then the UoI category of incomplete or
inconsistent could be used.

3 Fuzzy Logic System Approach

Considering the subjective nature of UoI aspects, we chose fuzzy logic as a technique
for quantifying qualitative information. We are extending previous work with Value of
Information using fuzzy logic [10, 11]. That work focused specifically decision support
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for intelligence analysts. We believe the current UoI work will have much broader
application.

It is useful to note that the categorizations used within the available storage and net-
work health domains are words, not numbers. Using words to characterize information
and relationships, with the ultimate goal of drawing conclusions from imprecise infor-
mation, leads naturally to the use of fuzzy logic in the construction of the UoI system
for the interface discussed in the next section.

Fuzzy set theory provides the necessary multivalued framework used in the UoI
system. In 1965, Lotfi Zadey wrote his famous paper formally defining multivalued, or
“fuzzy” set theory. [12].

One use of fuzzy logic is to develop fuzzy inference systems; these systems provide
the ability to perform approximate, or fuzzy reasoning. [13] defines approximate reason-
ing as the process or processes bywhich a possibly imprecise conclusion is deduced from
a collection of imprecise statements.” Linguistic variables are an important concept in
fuzzy inference. Basically, a linguistic variable is used to approximately characterize the
values of variables as well as their relationships. The imprecision introduced by using
words may be intentional based on not needing to be more precise. More often, however,
the imprecision is dictated by the lack of a means to quantitatively specify the attributes
of an object. [14].

Fuzzy rules of inference encapsulate the approximate relationships between the input
and output, or in the terminology of rules, the antecedent and consequent, domains. A
fuzzy rule with two antecedents has the form “If X is A and Y is B then Z is C” where A
and B are fuzzy sets over the input domains U and V, respectively and C is a fuzzy set
over the output domain W.

In fuzzy inference systems a domain is typically decomposed into overlapping fuzzy
sets; each fuzzy set represents a classification. An element in the domain has some grade
of membership, from 0 to 1 inclusive, in each fuzzy set in the domain. The membership
function determines the grade of membership; the shape of the fuzzy sets determines the
membership function. The available storage domain is decomposed into five fuzzy sets.
Any input within the domain will belong to at most two fuzzy sets; that is, any input
will have non-zero membership in no more than two fuzzy sets. This means that, for
each input, the antecedents for at most two fuzzy rules associated with that domain will
be satisfied. Further, the sum for all membership values in the sets to which any input
belongs will equal 1.

Advantages of fuzzy systems include their ability to handle imprecise, uncertain and
vague information as well as represent human decision making by handling such data
[15]. Historically, fuzzy rule bases have been obtained by knowledge elicitation from
human experts; this is a subjective process and requires the use of SubjectMatter Experts
(SMEs). We reserve the knowledge elicitation discussion for future work as it is beyond
the scope of this paper.

A Fuzzy Associative Memory (FAM) model was chosen to construct the prototype
fuzzy system. A FAM is a k-dimensional table where each dimension corresponds to one
of the input universes of the rules. The ith dimension of the table is indexed by the fuzzy
sets that comprise the decomposition of the ith input domain. Fuzzy if-then rules are
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represented within the FAM. Three inputs are used to make the UoI decision: available
storage, network health, and information latency.

The overall architecture of the prototype fuzzy system is shown in Fig. 1.

FAM

Fig. 1. UoI Fuzzy System Architecture

Two inputs feed into the Resource FAM: available storage and network health; the
output FAM is the information applicability decision. Likewise, two inputs feed into the
UoI FAM: one of these (information applicability) is the output of the first FAM; the
other input is the information latency rating. The output of the second FAM, and the
overall system output is the UoI metric.

The output from the system is determined by the standard centroid defuzzification
strategy. That is, the degree to which each rule influences the overall output is directly
related to the degree to which its inputs match its antecedent fuzzy sets. As a specific
example for the Resource FAM, let the following define what we will refer to as Rule 1:
“if Available Storage is High (Has) and Network Health is High (Hnh), then Resource
is Highly Adequate (HA)”. So then, for example, the degree of Rule 1 is:

deg1HA = mAS(x1)mNH(y1) (1)

That is, the degree of Rule 1 is the membership value of x1 in the fuzzy set High
available storage from the available storage input domain, multiplied by the membership
value of y1 in the fuzzy set High network health from the network health input domain.

The standard centroid defuzzification equation that is used to produce the overall
output from a set of inputs (x1, y1) is:

y =

k∑

i=1
degi

Ci mid
i

k∑

i=1
degi

Ci

(2)

where mid i is the midpoint of the output fuzzy set C i (the midpoint in a TPE
decomposition is the point in the fuzzy set that has membership equal to one).

Equation (2) implies that every rule in the fuzzy rule base is “fired” for each set
of inputs to determine the overall output. However, for a TPE decomposition of a 2-
dimensional FAM structure it is clear that at most four fuzzy rules will have non-zero
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degrees (two rules will have “x” antecedents satisfied by input x and two rules will
have “y” antecedents satisfied by input y; their intersection in the FAM defines the four
fuzzy rules that should be “fired”). This aspect, plus the fact that the degrees for all
rules will add to one (which is the denominator in (2), thus eliminating the need for
the division operation), allows the TPE structure to provide a computationally efficient
defuzzification process.

While it has not been discussed to this point, information latency is also taken
into account to produce the UoI construct. To account for differing lengths of time
informationwas collected, multiple UoI FAMs can be derived to represent varying age of
information collection. The pairing of information latency with the other characteristics
in determining UoI represents a new approach in transforming data to decisions.

4 Graphical User Interface

The interface that uses the fuzzy logic-based system approach presented in the pre-
vious section is shown in Fig. 2. The interface allows the user to make selections to
highlight specific information and allows the user to observe the status of specific infor-
mation. The ranges for variables or features within the interface align with the fuzzy
sets that a discussed in the previous section. For available storage, network health and
time, the levels range from none to max, the specific level is indicated by an arrow.
Though not currently implemented, the type of network could be selected. Network
type is included here to generate discussion for future research. The network type can be
tactical, regional, or strategic. In general, tactical would be a small-scale network, poten-
tially including mobile ad hoc capabilities, radios and autonomous or semi-autonomic
vehicles. A regional network would cover a large area, such as the southeastern part of
a country. A strategic network would cover areas subsuming regions and could include
satellite communications.

For the swan color, a dial with different preselected colors is used. The colors corre-
spond with those presented and defined earlier in the paper. A red arrow would indicate
which color best fits the impact of the uncertainties associated with the network status.
There are two indicators for UoI. One is UoI level with similar ranges as the other vari-
ables, from none to max. The other is UoI category which allows one or more categories
to be selected that would correspond with the UoI level.

The stop light chart (green, yellow, red) offers a visual representation of the UoI
determination. The vertical column represents the linguistic values of available storage
and the horizontal column represents linguistic values of network health. For example,
the green region is for indicates that network health and available storage are at least
high, yellow indicates they are low (proceed with caution) and red indicates conditions
are not favorable for a successful operation.
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Fig. 2. Notional UoI Interface

5 Conclusion

In conclusion, we have presented a graphical user interface that incorporates UoI and
black swan concepts. The graphical user interface is an adaptation to a fuzzy logic system
used in previous research. Fuzzy logic was chosen as the computational intelligence
technique for quantifying linguistic variables used to describe aspects of variables being
considered when information is uncertain. A notional graphic for the user interface was
presented to visualize how this information can be given to decisionmakers and analysis.
The user interface proposed strongly leverages multi-dimensional scaling along with the
UoI methodology. In addition, we discussed how the mapping between UoI and black
swan is possible using ideas from our previous use case, the Morris Worm.

Aswe consider future directions from this work, we hope to research how to combine
these methods with resilience measures and metrics to explore mitigation strategies and
higher order effects. In addition, the interplay of UoI, black swan, and time need to be
modeled to understand how values shift as steps in the operation unfold.
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Abstract. Image synthesis generative Artificial Intelligence has the
potential to revolutionize many industries, from rapid prototyping of
consumer goods’ design to creating works of art. However, the most
widespread of these models come in the form of text-to-image mod-
els. Controlling their output is often a difficult and imprecise process;
indeed, slightly different prompts can lead to significantly different out-
comes. Therefore, we develop a novel way to interact with generative AI
that mimics the way in which humans naturally create works of art and
design. We achieve this more granular and intuitive interaction method
by exploiting the latent space of Latent Diffusion Models to generate
image variations.

Keywords: Generative AI · Latent Diffusion Models · Latent Space ·
Human Centered AI

1 Introduction

With the advent of natural language-based generative models, generative Arti-
ficial intelligence (AI) has exploded in popularity and capabilities. The ability
to interact with AI using natural language has unlocked access to generative
AI for the general public, boosting its widespread usage among amateurs and
professionals. Especially image synthesis models, previously challenging to inter-
act with and less versatile, have gained unprecedented traction. Their potential
applications are numerous: expediting the creation of architectural works, accel-
erating the prototyping of consumer object design, and automating the creation
of fictional characters are just a few examples. However, the potential use of
image synthesis AI in more professional environments is also limited by its user
interface mode: natural language.

While natural language is an ideal interaction method with large language
models, we argue that for text-to-image generative algorithms, it is an inaccurate
and crude way to interact with the AI, notwithstanding the already impressive
results of the so-called prompt engineering [9]. In fact, the conventional way
artists, designers, and engineers create visual works is a visual process in itself,
consisting of many feedback loops and minute adjustments. These same artists
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would find it difficult to describe their creation process using words, as natural
language is arguably a sub-optimal medium to encode visual works.

To this end, we develop a workflow allowing users to provide visual feedback
to Stable Diffusion XL [11]. Supplied with an initial batch of generated images,
the user can select one image and prompt the AI to generate variations of that
image. Together with the control over the degree of variation, this effectively
creates an iterative process by which the user can generate images from a prompt,
explore the image space associated with the prompt, and iteratively guide the
AI to the desired result. Our concept can be applied to all pre-trained Diffusion
Models without the need for expensive fine-tuning or re-training. We believe that
this mimics the way in which humans already create visual works, unlocking new
horizons for the control over image synthesis AIs.

2 Related Work

The most relevant literature to our work can be summarized into two broad
research fields: objective optimization by human interaction and latent space
manipulation of frozen generative models. The former is exemplified by the field
of Interactive Evolutionary Computation (IEC), while the latter can be further
subdivided into older research on Generative Adversarial Networks (GANs) [5]
and newer research on Diffusion Models [7,14].

2.1 IEC

IEC [16] is the research field that studies the employment of humans instead
of numerical fitness functions to select the fittest candidates of a population in
evolutionary algorithms. Although similar, our proposed framework intentionally
deviates from the traditional Evolutionary Computation paradigm. Instead of
choosing a multitude of candidates to be parents for the next generation, we limit
the selection to one singular candidate to more accurately mimic the traditional
way humans create their works; i.e. by gradually shaping a single piece.

2.2 Latent Space Manipulation of GANs

Bontrager et al. [2] introduce Latent Variable Evolution (LVE), where they use
an evolutionary algorithm to search the latent space of a WGAN to optimize the
generation of MasterPrints for dictionary attacks. In another article, the same
authors [3] employ IEC instead of the evolutionary algorithm to search the latent
space.

Schrum et al. [13] apply LVE to a GAN, which generates video-game levels;
like this work, the authors rely more on human interaction using a Selective
Breeding approach.

However, GANs have since been surpassed by Diffusion Models as the state-
of-the-art image generation models [4]. Nevertheless, many of the techniques
proposed here can be transferred to Diffusion Models, as they also possess a
semantic latent space.
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2.3 Latent Space Manipulation of Diffusion Models

Videau et al. [17] propose a similar approach to the one presented here. The
authors develop a multi-faceted algorithm, where they also exploit local move-
ments in the latent space to allow the user to perform global, local, and crossover
mutations both with random walks and Machine-Learning surrogate models
trained in the latent space. They suggest an initial use of global mutations to
subsequently perform crossover and local mutations to refine the images; i.e. in
smaller regions of the latent space.

We use global mutations as the primary tool for the interaction with the
LDM and suggest their use for very fine adjustments, too. Indeed, to generate
variations of a reference image, we project the latent samples to the surface of
the n-sphere with the same radius as the original image’s latent sample, ensuring
precise control around the original image’s latent sample (see Sect. 4 and Fig. 2).

Park et al. [10] achieve both coarse and fine changes in the output of Diffusion
Models by moving the latent space points along specific directions. These are
obtained through the SVD of the U-Net’s Jacobian matrix. This allows the
modification of attributes like age or make-up.

Kwon et al. [8] use the bottleneck of the U-Net as a semantic latent space
by altering the conventional reverse process of Diffusion Models. Herein, the
directions are obtained by optimizing the CLIP loss with respect to the text
prompt of the target feature.

Building on [8], Haas et al. [6] use the same latent space but uncover semantic
directions by means of the PCA of the vectorized latent space in an unsupervised
manner.

3 Background

3.1 Denoising Diffusion Models (DDMs)

First introduced by [14] as a probability distribution modeling tool and refined
for high-resolution image synthesis by [7], Diffusion Models consist of a fixed
Markov chain of length T , where each transition q(xt−1|xt) injects Gaussian
noise into a signal until it is destructed. The model parameterizes the reverse
Markov chain with a neural network θ and learns its transitions pθ(xt|xt−1).
This yields a generative model that maps Gaussian noise to the training data’s
space (Fig. 1)

3.2 Denoising Diffusion Implicit Models (DDIMs)

The work of [15] proposes a significant acceleration to the sampling process of
DDMs by training on a non-markovian process with the same objective as the
standard one. This circumvents the need to iterate through the entire Markov
chain in the sampling phase. Importantly, in DDIMs, the generative process is
deterministic; that is, xT only depends on x0.
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Fig. 1. Diffusion process: in the forward diffusion process, Gaussian noise is gradually
injected in T steps (shown in the figure with the curved, dashed arrow). A neural
network θ is trained on the reverse diffusion process. At inference, θ effectively pro-
gressively denoises Gaussian noise into an image. Figure adapted from [7].

3.3 Latent Diffusion Models (LDMs)

Latent Diffusion Models [12] expand on Diffusion Models by introducing an
autoencoder that transforms the pixel space into a lower dimensional latent
space and perform the diffusion process on the latent space, making both train-
ing and inference significantly quicker. The model used in our implementation,
StableDiffusion XL, is an LDM with a DDIM sampler.

3.4 Latent Space of LDMs

We define the latent space to be the Gaussian space X0 ∼ N (0, I) containing
all possible initial samples x0 ∈ R

4×128×128. In higher dimensions, the expected
length of standard Gaussian samples is concentrated around the square root of
its dimensions d, i.e. around the edges of the unit n-sphere. This is because,
with equal variances across all dimensions, the standard Gaussian distribution
has spherical symmetry. While the density of the Gaussian distribution is still
highest at the origin, due to the geometry of high-dimensional hyper-spheres,
the volume (and consequently the probability mass) towards the sphere’s center
is negligible.

More specifically, according to the Gaussian Annulus Theorem [1], the prob-
ability mass lies within a thin annulus at radius

√
d. Note that, in the specific

case of X0, the annulus is wide enough to have a significant visual impact on the
decoded image. Figure 2 shows the difference between decoding a latent sample
at the edges of the annulus versus decoding the same sample projected to the
center of the annulus, i.e. the surface of the unit sphere.

That is, we can understand X0 to be more akin to a hyper-spherical space
than an Euclidean one.

4 Methodology

To realize our proposed workflow, we modify StableDiffusion XL such that it
gains two crucial features: the ability to generate variations of a previously gen-
erated image and the ability to control to what degree the variations differ from
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Fig. 2. On the left, an image decoded from a latent sample zr drawn from the Gaussian
distribution. On the right, the image decoded from the latent sample obtained by
projecting zr to the unit sphere, i.e. the sphere with radius

√
d; where d is the number

of dimensions of zr.

the reference image. To achieve this, we exploit two properties of LDMs: 1) with
a deterministic sampler like in DDIMs, there is a unique correspondence between
latent space samples and images, and 2) distances in the latent space translate
to semantic distances in the image space.

We vectorize the latent sample of the reference image and interpret it as
a point in a high-dimensional space R

65536. We sample Gaussian distributed
points in the local region around the reference point to generate image varia-
tions. Because the latent space of Diffusion Models is spherical (see Sect. 3.4),

StableDiffusion XL

Variation
Generator

Text Prompt

Fig. 3. Visual rendition of the algorithm: at the start, a tensor of N latent samples z0 ∈
R

N×4×128×128 is drawn from the Gaussian distribution. In iteration i, the latent sample
is decoded by the latent diffusion model, which generates N images. The user selects a
reference image, whose latent sample zr,i is fed through our Variation Generator, i.e.
Eq. 1. The resulting tensor zv,i is finally used as a tensor of latent samples in iteration
i + 1.
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to preserve semantic meaning, the local region must be limited to points on the
surface of the n-sphere. We further introduce a factor to control the size of the
local region, i.e. the degree of variation:

zv = ‖zr‖F

zr + γÑ
∥
∥
∥zr + γÑ

∥
∥
∥

F

(1)

where:

Ñ ∼ N (0, I)

0, I ∈ R
4×128×128

zr = Latent sample of the reference image
zv = Latent sample of the image variation
γ = Size of the local region

That is, we sample Gaussian distributed points around zr and then project
them back onto the surface of the n-sphere with radius ‖zr‖F . Figure 3 shows a
visual rendition of the proposed algorithm.

Fig. 4. GUI
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4.1 Graphical User Interface (GUI)

Figure 4 shows a screenshot of a possible implementation of our proposed work-
flow. The GUI allows the user to input a text prompt and select the number
of images to generate. After the algorithm has generated a batch of images, the
GUI presents them in pages of nine images each. The pages can be switched
with the controls at the bottom of the control panel. The user can then try the
current iteration with a different random seed or select a reference image by
clicking on it and advancing to the next iteration. The slider lets the user set
the degree of variation γ (see Eq. 1).

AI generates
images

Final design
identified

User selects
reference image

User sets
degree

of variation

Right directionNo

Yes

Yes

No

User enters
text prompt

Start

Stop

Try
Again

Fig. 5. Workflow: The process starts when the user enters a text prompt and clicks
Generate. Then, the user has two choices: try the current iteration again or select
a reference image and move to the next iteration. The process stops when the user
identifies a final design in the current iteration.
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4.2 Workflow

Figure 5 shows a visualization of our proposed workflow: the user initiates the
process by entering a text prompt and setting the desired number of images
to generate. The generative algorithm generates the images and stores the cor-
responding latent samples. If none of the images align with the desired design
direction, the user can request a new batch of images with a different random
seed.

Otherwise, the user can select a final design or choose a reference image and
set a degree of variation. The algorithm then generates a new batch of images
based on the reference image and the user’s setting. The process can restart
and continue until the user chooses a final design. Of course, this framework is

Iteration 1 Iteration 2 Iteration 3 Iteration 4

Fig. 6. Workflow example with the prompt photorealistic innovative designer chair :
Note how the images in an iteration get progressively similar both to the reference
image (red-boxed image in the previous iteration) and to each other. (Color figure
online)
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perfectly compatible with prompt engineering, which can be used before it to
identify the most suitable prompt.

5 Results

Figure 6 shows the results at each iteration with the example prompt photore-
alistic innovative designer chair. The first column represents the first iteration.
The red-boxed images represent the reference image for the next iteration. The
final design is highlighted with a green box in the fourth iteration. Figure 7 shows
another exemplary process with the prompt A portrait of a fantasy character.

Iteration 1 Iteration 2 Iteration 3 Iteration 4

Fig. 7. Workflow example with the prompt A portrait of a fantasy character : Note
how the images in an iteration get progressively similar both to the reference image
(red-boxed image in the previous iteration) and to each other. (Color figure online)
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6 Conclusion

By exploiting the semantic property of Stable Diffusion’s latent space to create
controllable variations of any generated image, we developed a novel way to
interact with text-to-image generative AI. Our framework adds a highly granular
control mechanism to StableDiffusion XL that can be operated without any
previous knowledge.

Because it mimics the way in which humans create works of art, design,
and engineering, we argue that our proposed workflow offers a more natural,
precise, and exploratory way to use generative AI, which can be used either as
a substitute to or as an extension of prompt engineering. Our workflow can be
applied to any pre-trained Diffusion Model, making it highly versatile, easily
upgradeable, and deployable to various of problems, such as object design and
character creation.

Acknowledgments. The authors acknowledge the financial support by the Bavarian
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the Lighthouse Initiative KI.FABRIK, (Phase 1: Infrastructure as well as the research
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Abstract. With the rise of Industrial Internet of Things (IIoT) and
other aspects of the digitalization of production more and more time
series (TS) data is generated. This data can help to train deep learning
models with higher cognitive capabilities and thus assist with more com-
plicated tasks. An important step for creating such models is creating
fitting abstract representations of the data. Thus, this work surveys the
literature on deep learning techniques for time series forecasting. The
focus hereby lies on the characteristics and reasons for using the tech-
niques in context of the representation learning. 17 of the architectures
used in the analyzed literature use multiple techniques. The most applied
techniques are one-dimensional CNN (CNN 1D) (14 times), LSTM (11
times), and attention-based techniques (17 times). Furthermore, input
embedding and masking play an important role in some architectures.

Keywords: Literature Review · Multivariate Time Series Forecasting ·
Feature Extraction · Representation Learning

1 Introduction

With the rise of Industrial Internet of Things (IIoT), Cyber-Physical Systems
(CPS), and other aspects of digitized production, the role of human workers
has shifted [17]. The decision-making of simple problems can already be done by
automated systems, where often artificial intelligence (AI) is applied. Tasks with
higher cognitive challenges are more and more solved by AI [34]. For example, in
fatigue life estimation or remaining useful life estimation (RUL), an algorithm
predicts the time until the fatigue of an entity (i.e. production machines). This
can reduce costs by minimizing downtimes or even preventing accidents involving
humans [22]. With systems capable of RUL estimation and other data-driven
tasks, the role of the production worker and the interaction with the machine
changes. Even higher cognitive tasks than mentioned before gain a lot of traction.
Newer areas of machine learning like image-to-text or video-to-text tasks require
even higher cognitive capabilities. For example, text-to-3D generation holds a lot
of potential for industrial design [33]. Such multi-modal models combine different
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modalities as input, output or have different modalities between the input and
output. To achieve this, there are three main frameworks: joint representations,
coordinated representations, and encoder-decoder frameworks [18]. To contribute
to future multi-modal frameworks that incorporate TS, this work will lay a focus
on the representation learning of time series (TS) data.

A huge portion of the data generated in manufacturing is time series (TS)
data. Other machine learning tasks on TS data, next to RUL estimation, are
among others anomaly detection [9] or TS forecasting [28]. In the context of
IIoT, the data is mostly gathered by multiple sensors creating multivariate TS
(MVTS) [35]. Because TS data can have different properties [9], it is hard to
create a one-fits-all solution. Thus, this work will analyze the literature on deep
learning techniques for MVTS forecasting. The rationale for this lies in the antic-
ipation that the insights acquired from the examination of deep learning tech-
niques in TS forecasting possess greater generalizability to other tasks, than
vice-versa. This literature review omits papers with very specialized models or
those that heavily rely on specific data pre-processing methods. This choice is
made to ensure that the findings are more applicable to a wider range of situa-
tions.

This leads to the following research question: What are good-practice deep
learning techniques for MVTS forecasting?

This work aims to provide an overview of deep learning techniques for MVTS
forecasting. Furthermore, the review illustrates how the techniques are applied
and their contextual relevance in representation learning.

2 Theoretical Background

2.1 Time Series Forecasting

Traditional non-deep learning techniques for TS forecasting include exponential
smoothing methods, autoregressive, and structural TS models [28]. For example,
autoregressive integrated moving average (ARIMA) considers for a data point
the previous values and assumes a linear relationship. A moving average applies
a residual error to past observations. While these methods were initially created
for univariate (one variable per time step) TS forecasting, over time modifications
were developed to handle MVTS (multiple variables per time step). With vector
ARIMA (VARIMA), it is possible to apply the fundamental ideas of ARIMA to
MVTS [15].

Today good-practices for TS forecasting are in the field of deep learning.
Representation learning enables deep learning networks to distill information
from the underlying data, producing an abstract (and compressed) output. With
a classifier or predictor on top of this, the actual task can be carried out [4]. In the
case of TS forecasting, this would be predicting one (or multiple) future values.
Typical deep learning techniques for encoding temporal data into representations
are convolutional neural networks (CNN), recurrent neural networks (RNN), and
attention-based neural networks [28].
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2.2 Masking

Masking words have been used for a long time in psycholinguistic studies called
cloze tasks [42]. Over time masking evolved into an important technique for
machine learning too. It was often shown, that a masking task in the pre-training
phase can lead to good generalization abilities for downstream tasks [19]. With
masking, a part of the original input is hidden. The model is tasked to recover
the masked parts by considering the unmasked parts of the input. The theory
behind this is that conclusions can be drawn from unmasked data points about
masked ones. This can be done because of the density of information inside data.
The authors of [19] argue that the information density is dissimilar in different
machine learning disciplines and data types, i.e. between language and computer
vision. While a single token in natural language processing (NLP) holds relatively
high semantic value, a single pixel in computer vision holds rather less semantic
value [19]. A masking ratio of about 15 % has been proven to be sufficient for
nlp [11], about 75 % for images [19] and time series [27] and about 90 % for
videos [10].

In practice, for masked autoencoders (MAE) the common goal is to mask the
input signal. The encoder of the MAE maps the input to a latent representa-
tion. The decoder of the MAE reconstructs the original signal (unmasked) from
this latent representation [41]. The bidirectional encoder representations from
transformers (BERT) architecture has brought masking first to the forefront of
machine learning by masked manguage modelling (MLM). Similar to autoen-
coders (AE) used in denoising tasks [46], BERT employs token reconstruction.
However, BERT exclusively predicts previously masked tokens rather than the
entire input sequence [11]. Similar to MLM, vision transformers (ViT) [12] are
used for Masked Image Modeling (MIM). Here, a portion of the visual tokens of
the image patches is masked by replacing it with a special mask embedding [3].
In contrast to all previously mentioned methods, [19] gets rid of the use of mask
tokens in the encoding phase. Instead, only the unmasked patches are fed into
the encoder. Only when the latent representation of the encoder is fed into the
decoder, masked tokens (with positional embedding) are added. For time series
forecasting, transformer-based models also use masking to predict future values.
The masks serve the purpose that the model cannot attend to future positions
of the sequence [27,29]. With this continuous masking strategy the model is
only able to learn certain relations of the data. While more complex masking
strategies exist for TS forecasting, these are not as popular as in other machine
learning disciplines. This work will investigate some applications of masking in
TS forecasting.

2.3 Input Embedding

To leverage the abilities of the different deep learning techniques used, often some
type of preprocessing is incorporated into the model architecture. Positional
encoding (PE) is an important concept in many input embeddings [14]. While
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not exclusive, attention-based techniques often make use of PE to inform the
network of the token’s position (i.e. time step).

One common form of PE is the sinusoidal version. Here, sine and cosine
functions with different frequencies are used to represent the relative position of
the token. The use of periodic functions allows the PE to extrapolate the data
to future samples that are out of a certain length. The PE should have the same
dimensionality as the latent dimensionality of the model. Thereby, the PE can
be summed with the input sequence [45].

In some cases, not only the relative position of the time step in the sequence
is relevant. The authors of [24] propose a method for vector representation of
time called Time2Vec, that incorporates learnable parameters and a periodic
activation function, which is normally a sine function. The use of a periodic
function is inspired by the PE of [45], but the function in Time2Vec is also able
to capture periodic behaviors. Time2Vec is rather a representation of continuous
time than a discrete position in the sequence. Lastly, in contrast to PE, Time2Vec
is concatenated to the data representation instead of added [24].

3 Methodology

To identify relevant publications the guidelines of [6] are followed. Firstly, rele-
vant literature databases are selected. These are IEEE, ScienceDirect, Springer
Link, arXiv and Google Scholar. In order to provide an up-to-date overview, the
focus is limited to publications from 2020 to oktober 2023. Also, only journal
and conference papers are included. While the first three databases contain peer-
reviewed publications, arXiv does not have such a process. As a compromise, to
still include the newest ideas, only publications of arXiv of 2023 (January to
Oktober) are included. The aim is to retrieve publications using deep learn-
ing techniques for MVTS forecasting. Other TS tasks are excluded to get a
stronger focus. Additionally, the publications should emphasize the latent repre-
sentations generated by the presented models. Relevant publications are queried
with the following search string: (“latent representation” OR “feature representa-
tion”) AND (“time series” OR “time-series”) AND (“multivariate” OR “multi-
variant” OR “multivariant” OR “multi variant”) AND (“deep learning”) AND
(“forecast*”) AND NOT (“graph” OR “classification” OR “anomaly detection”)

The focus of the literature review is to gain insights into deep learning tech-
niques that are rather simple to apply without overly special preprocessing steps.
The resulting publications underwent additional filtration based on specific crite-
ria, including the overarching complexity of the overall architecture and empha-
sis on preprocessing tasks. It is essential to note that this filtration process
was executed through the discernment of the authors, reflecting a qualitative
decision-making approach.

These publications are afterward consolidated into a concept matrix accord-
ing to the procedure of [48]. Such a concept matrix aims to structure a literature
review by synthesizing identified concepts contained in the publications.

The concept matrix (Fig. 1) consists of the dimensions publication year,
domain of the publication, if multiple techniques are combined (Hybrid), the
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application of masking, and the use of a specific positional encoding (Pos. Enc.).
The dimension domain refers to the publication itself. This means that while
the publication can be domain unspecific (i.e. domain-specific challenges are not
covered), for evaluation a domain-specific dataset might be used. Out of the
31 analyzed publications, seven different deep learning techniques were identi-
fied. These were clustered in superordinate categories namely CNN, RNN, and
Attention-based as shown in the concept matrix.

Furthermore, it should be noted that there was a decision to maintain sep-
arate columns for attention and transformer in the concept matrix. This stems
from the recognition that, despite both employing attention mechanisms, trans-
formers represent a distinct and specialized form within the broader category of
attention-based techniques. Transformers stand as a state-of-the-art paradigm,
embodying a specific application of attention that significantly differs from the
more generic and adaptable “Attention” category, which is usually combined
with various architectures.

4 Results

In the following chapter, the results of the literature review will be examined.
Firstly, a short quantitive overview is given. Moreover, the rather supporting
characteristics and techniques hybrid, Masking, and Pos. Enc are investigated.
Lastly, the applied deep learning techniques are analyzed.

4.1 Quantitative Analysis

At the core of this work is the concept matrix, which is shown in Fig. 1. The con-
cept matrix contains 31 publications. While the arXiv publications were inten-
tionally filtered from 2023 onwards, the other publications were mainly published
in 2022 and 2023. Only seven publications were published before 2022 (two in
2020 and five in 2021). The majority were published in 2022 and onwards (eleven
in 2022 and eight in 2023 excluding five arXiv publications).

When attention and transformers are combined as attention-based tech-
niques, those are used most frequently (17 times). The second most used tech-
niques are one-dimensional CNNs (CNN 1D) (14). Here, most of the instances
are used in hybrid models (10 times). While long short-term memory (LSTM)
models are found in eleven models, it is used in hybrid models five times. In
the literature, two-dimensional CNNs (CNN 2D), bidirectional long short-term
memory (BiLSTM), and attention have been mentioned, with instances of three,
three, and ten, respectively, exclusively employed in hybrid models. In the case
of gated recurrent unit (GRU) models, three of the five instances are hybrid.
Remarkable is that all publications queried through arXiv apply attention in
some form.
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Fig. 1. Concept matrix of deep learning techniques

4.2 Masking Strategies

Seven of the analyzed publications mention the application of some form of
masking. And six of the seven publications represent transformer architec-
tures [13,16,27,29,41,56]. The authors of [27] propose a masking strategy, similar
to MLM, where random tokens on time steps are masked in a uniform distribu-
tion. The work of [41] combines this with the idea of patch embeddings of ViTs.
In the pre-training phase, the encoder only encodes the visible patches, while the
decoder reconstructs the masked patches, as well as the encoded patches. In the
fine-tuning phase, the encoder encodes all patches and the decoder gets modi-
fied to masked multi-head self-attention for the common prediction task, where
the positions are unable to attend to future positions [41]. Here, the sequence is
divided into patches. Those patches are also masked in a uniform distribution.
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But akin to MAE of [19] for vision, only the unmasked patches are fed into the
encoder to reduce computation.

4.3 Positional Encoding and Input Embeddings

The use of PE in the analyzed literature is shown in the column Pos. Enc. of
Fig. 1. The use of sinusoidal PE was to be expected because of the amount of
transformers in the analyzed literature. Still, some interesting additions to this
were found, in the context of PE.

The sinusoidal PE is explicitly used by [13,27,41]. But since sinusoidal PE is
part of the original paper of transformers [45], it can be assumed that all trans-
former architectures use sinusoidal PE if nothing else is mentioned. In addition
to sinusoidal PE, [41] also uses a global stamp embedding to insert information
about month, hour, and minute into the model.

Time2Vec is used in the architectures of [29,31]. The authors of [44] use
a revised version of Time2Vec called AddT2Vec. The authors argue, that
Time2Vec increases the spatial complexity, which can be especially in long pre-
diction windows a limiting factor. Similar to sinusoidal PE, the resulting time
representation is added to the data representation instead of concatenated [44].
Even though in the primary literature of Time2Vec the method was demon-
strated in combination with LSTMs, in the analyzed literature only attention-
based architectures used PE, Time2Vec, or AddT2Vec for the input embed-
ding [13,27,29,31,41,44].

Remarkable for input embeddings is that [27] and [41], in addition to PE, also
use CNN 1D to extract local temporal features and to embed the data. Here, this
is done through a purely linear transformation, without a succeeding activation
function or pooling layer. Also, [56] uses CNN 1D for the input embedding.

Another concept concerning input embeddings is patching or patch embed-
ding. Inspired by the ViT, [41] uses patches along the time dimension through
CNN 1D. The main purpose of the patch embedding is to serve the masking
strategy, where patches are masked. The authors of [30] argue, that the patch
embedding enhances locality and also aggregates semantic information of the
subsequence.

4.4 Recurrent Neural Networks

RNNs are a model family of networks for processing sequential data. The model
takes each time step independently into the input layer and updates the hidden
state. Thus, the model can consider information over many past time steps to
predict output for the specific time step [40].

In the analyzed literature, RNNs are more likely used in non-hybrid architec-
tures. The authors of [1] use stacked GRU layers, a rather less complex structure
compared to LSTM. While being able to learn complex representations of long
sequence data, the stacked GRU is also structurally simplistic. In the case of
LSTMs, different encoder-decoder architectures are also advocated for being rel-
atively simple and still being able to capture temporal dependencies [5,8,43].
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Furthermore, the authors of [20] and [37] state the ability of LSTMs to capture
long-term dependencies. The ability to capture long-term dependencies is also
noted by authors of hybrid architectures [23]. The authors of [52] use UR-LSTM,
a modified version of LSTM, that allegedly is even more capable of discovering
complex long-term dependencies. RNNs are also used in more complex frame-
works. The authors of [36] use a BiLSTM, a form of LSTM that encodes a
sequence in both directions, to extract information. This information is fed into
subsequent subparts of the architecture.

4.5 Convolutional Neural Networks

CNNs are not only used for input embeddings in time series forecasting. In
contrast to the previously mentioned CNN 1D used in input embeddings, it is
also used to extract spatial features between time steps in combination with
activation functions and max pooling [2,23]. In addition to this, CNN 1Ds are
also used in a stacked manner [26]. The authors of [31] state, that the CNN 1D
is also used to extract non-linear relationships between the different variables of
the data.

A way to extract more long-range features is to increase the receptive field.
This can be done by using a dilation factor. The authors of [20] use a dilation
factor for CNN 1D in a stacked architecture. Here, the dilation factor is increased
with the depth of the stacked CNN 1D. The authors of [36] use CNN 1D for
two different subtasks in the architecture. The feature extraction is split into
creating a feature-focused embedding and a time-focused embedding. In the
feature-focused embedding, the output representation of a BiLSTM is fed into a
CNN 1D. After this, a temporal attention mechanism is succeeding. The time-
focused embedding uses compound convolution. The compound convolutions
make use of kernels with different sizes on the same sequence. The smaller kernel
sizes capture most local features, and the bigger kernel uses a dilation factor to
extract slightly larger features. The biggest kernel has the size of the window
size to extract patterns over the whole input sequence. Both embeddings are
fused and fed into a linear net to predict the next time step [36]. The authors
of [38] also make use of larger kernel sizes, compared to the previously mentioned
applications of convolutions. Here, the first layer has a width of 32 for more local
features and 64 for more global features. The authors of [30] also use larger kernel
sizes to capture more long-term dependencies. But they also use parallel small
kernel sizes to mitigate optimization issues of the larger kernel sizes. Succeeding
to this, point-wise convolutions are used to capture cross-variable dependencies.
Point-wise convolutions can also be described as 1× 1 convolutions. These are
also used in [55] for obtaining temporal feature vectors as well as spatial feature
vectors. Additionally, [55] also uses point-wise convolutions inside contextual
fusion blocks where two outputs of a temporal and a spatial layer are fused and
the dimensionality is reduced or increased to up- and down-sample the input.

The authors of [52] use CNN 1D in two subparts of the architecture. Firstly, to
extract temporal patterns sliding along the time dimension. Secondly, in the con-
current subpart which is used to extract spatial features that are time-invariant.
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The filter size is (T x 1), where T is the length of the input window. The
authors of [50] use kernel sizes with a width of 1 too. The difference is that here
the CNN 1Ds are applied to the representation of a preceding LSTM. Thus the
CNN 1D extracts both, temporal and spatial features of each frequency. The
authors of [56] use CNN 1D and max-pooling to reduce the dimension of the
attention output.

Also, CNN 2Ds are used in the analyzed publications. The authors of [7] use
convolutional block attention module (CBAM) [49] inside their architecture. This
subpart consists of several techniques like pooling, channel attention, 7× 7 con-
volutions, and spatial attention. The authors of [51] use CNN 2Ds too. Because
of the characteristics of the domain-specific data, two convolutional networks
are used in parallel with shared parameters. The output is then put through a
fully connected layer and fed into an attention layer. The final technique for the
prediction task is a BiLSTM [51]. The convolutional self-attention of [13] uses
CNN 2D to create the query, key, and value vectors of the attention mechanism.

4.6 Attention-Based Techniques

Attention and more specific transformers show remarkable performances in
multiple deep learning disciplines like NLP, computer vision, and more. This
widespread dominance in the field of TS analysis is not as prevalent. Still, due
to the ability of attention mechanisms to focus on temporal features, they are
fitting for TS data. Some publications use attention succeeding to RNNs. In the
case of [2] attention is used succeeding to an LSTM and thus can attend all the
previous time step representations. By applying attention on top of the hidden
states of the LSTM, the model gains the ability to focus on relevant contex-
tual information throughout the entire history of the sequence, enhancing its
capacity to capture long-term dependencies. The authors of [31] argue similarly.
Here attention is applied on top of the hidden states of a BiLSTM. It is stated
that with attention the loss of historical information is reduced while extracting
more relevant information. Also, [25] uses RNNs in the form of stacked GRU
layers. The attention mechanism improves the ability of the model to handle
long sequences by reducing the deterioration of information in long RNN inputs.

Moreover, [50] uses attention on top of convolutional layers. As mentioned
before, in this architecture, CNN 1D extracts features out of hidden states of
LSTMs. The special aspect here is that temporal-attribute attention is applied.
By that, both temporal as well as spatial features can be extracted. The rea-
son for this is that in contrast to natural language sequences, the relationships
between variables can hold important information [50].

In the model of [36] there are two subparts to divide the task of extracting
temporal and spatial features. The spatial-focused subpart is similar to the pre-
viously mentioned model to the extent that the structure is an RNN (BiLSTM)
preceding a CNN 1D which feeds the output into an attention layer, enabling
attending relevant variables. In the time-focused subpart, self-attention is applied
to the concatenated output of compound convolution. Hereby, time-dependent
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features can be extracted. In contrast to the multiple mentioned models before,
the authors of [21] use attention before GRU and [51] before BiLSTM layers.

With the informer model, [56] proposes a new attention mechanism called
ProbSparse self-attention. Here, the more important query vectors can be dis-
tinguished thus allowing the key vectors to only attend to the most important
queries. This reduces time and space complexity of the attention mechanism.
As mentioned above, the authors of [13] use convolutional self-attention. To
reduce the memory cost they also use ProbSparse self-attention. With sparse
binary attention, the authors of [16] build upon ProbSparse self-attention for a
transformer model. Here, a fixed attention mask is used to reduce the attention
complexity. The mask enables the model to only calculate the attention at the
current time step. Also, the attention score with itself is masked. The authors
of [44] use a transformer with a single block for the encoder and decoder each.
Also, [27] uses a rather standard transformer except for the previously mentioned
input embedding and masking. In [29] a transformer more similar to [11] with
cross-attention and self-attention is presented. [54] proposes a transformer model
named DSformer which tries to incorporate short-term, long-term, and variable
relationships. Firstly, through double-sampling long-term as well as short-term
relationships are extracted. This is done by downsampling and piecewise sam-
pling the input in parallel. The output of both subparts is three-dimensional
tensors where the dimensions are time, sampled subsequence, and variables. The
third essential subpart of the DSformer is the temporal variable attention (TVA)
block. The two outputs of both sampling parts are fed into a TVA block each.
The TVA block calculates the temporal and attribute attention. The output of
these two TVA blocks is fed into a third TVA block to combine the information
extracted by the preceding subparts. Finally, a prediction is calculated.

[55] proposes a model of hierarchical residual spatio-temporal encoder and
decoder layers (RSTEL/RSTDL). The RSTEL/RSTDL consists of spatial and
temporal attention in parallel which is combined inside a contextual fusion block.
The RSTEL/RSTDL can be stacked. An also rather unique approach is the pre-
training and fine-tuning of [41]. The pre-training serves the MAE paradigm
where patches are masked. In the fine-tuning stage, only the future time steps
in the decoder are masked. The model itself consists of multi-head attention.

5 Conclusion

The literature reveals several interesting aspects of MVTS forecasting. The
primary focus of literature filtering was on selecting relatively straightforward
frameworks and architectures. Nevertheless, hybrid models still make up about
half of the analyzed literature. While masking is used frequently in other deep
learning disciplines like NLP, only a minority of analyzed literature applies
masking. Recurrent techniques like LSTM and GRU are more likely used in a
non-hybrid manner. Attention-based and CNN techniques, in contrast, are more
likely to be used in hybrid models. To make better use of the time dimension
of TS data, some of the analyzed literature not only uses sinusoidal positional
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encoding (like in traditional transformer) but also more time-specific encodings
like Time2Vec and AddT2Vec.
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in the industry 4.0 era. In: 2014 12th IEEE International Conference on Indus-
trial Informatics (INDIN), pp. 289–294 (2014).https://doi.org/10.1109/INDIN.
2014.6945523

18. Guo, W., Wang, J., Wang, S.: Deep multimodal representation learning: a sur-
vey. IEEE Access 7, 63373–63394 (2019). https://doi.org/10.1109/ACCESS.2019.
2916887

19. He, K., Chen, X., Xie, S., Li, Y., Dollár, P., Girshick, R.: Masked autoencoders are
scalable vision learners. In: Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pp. 16000–16009 (2022)

20. Hewage, P., Trovati, M., Pereira, E., Behera, A.: Deep learning-based effective
fine-grained weather forecasting model. Pattern Analy. Appli. 24, 343–366 (2021).
https://doi.org/10.1007/s10044-020-00898-1

21. Huan, J., et al.: Multi-step prediction of dissolved oxygen in rivers based on random
forest missing value imputation and attention mechanism coupled with recurrent
neural network. Water Supply 22, 5480–5493 (2022). https://doi.org/10.2166/ws.
2022.154

22. Kalayci, C.B., Karagoz, S., Özler Karakas: Soft computing methods for fatigue life
estimation: A review of the current state and future trends. Fatigue Fract. Eng.
Mater. Struct. 43, 2763–2785 (2020). https://doi.org/10.1111/ffe.13343
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Abstract. Image segmentation stands out as one of the most compu-
tationally demanding computer vision tasks, posing challenges not only
due to the substantial computational resources required for training but
also the scarcity of available annotation masks. The creation of a sizable
collection of accurate segmentation annotation masks is notorious for
being labor-intensive and time-consuming, often acting as a significant
bottleneck in image segmentation projects. This paper delves into the
intricacies of human effort involved in traditional segmentation annota-
tion and explores the potential impact of self-supervised learning (SSL)
as a promising solution. Ultimately, we contend that, despite the trade-
offs inherent in existing SSL approaches for image segmentation, a new
alternative leveraging foundation models for image segmentation, capa-
ble of zero-shot segmentation across extensive object categories, could
emerge as a novel solution that reduces human effort in both annotation
and model development.

Keywords: computer vision · self-supervised learning · human
annotation · image segmentation

1 Introduction

The fast development of deep learning models, famous for requiring a large
amount of training data, has led to a bottleneck in the training process related
to data annotation or labeling. This obstacle prevents full automation and sig-
nificantly extends the data preparation time, particularly when rare experts or
specialists are needed for high-quality annotations, as seen in fields like medicine.
Previous studies [13,17,23] highlight that the process of data annotation and
labeling heavily relies on the experience and expertise of physicians. Focusing
on two-dimensional (2D) image data, various tasks such as image classification,
object detection, and image segmentation can be accomplished, each demanding
a different level of annotation effort. As indicated by [25], while human labeling
or verification is already expensive and time-consuming for image classification,
these challenges are magnified in image segmentation tasks. Segmentation tasks
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Fig. 1. Semantic, instance, and panoptic segmentations. Image courtesy of [10].

are notably more expensive, laborious, and error-prone to label. Moreover, both
[25,30] concur that achieving class balance at the pixel level is particularly chal-
lenging for segmentation data, resulting in highly skewed or long-tail distribu-
tion problems in image segmentation. In addition to the long-tail distribution
problem, [30] also notes spatial layout relations among “stuffs” (uncountable
objects like sky, wall, floor) and “objects” (countable objects like pedestrians,
cars, chairs), introducing more complexity and making it much more difficult to
obtain consistent data annotations from different annotators.

As of now, various alternatives have been explored to alleviate the annotators’
burden in preparing fully-supervised segmentation ground truth, as summarized
in [23]. Addressing the challenge of augmenting the volume of training data with-
out an increase in annotation efforts, semi-supervised learning, as exemplified in
[7], incorporates unlabeled data to generate pseudo-labeled training data along-
side the existing labeled counterparts. In a different approach, as proposed in
[25], a two-stage framework with human-in-the-loop is introduced for effectively
troubleshooting image segmentation models. This framework encompasses a fail-
ure identification module, leading to subsequent model rectification. However, it
is crucial to note that the primary focus of this paper centers on exploring alter-
natives within the realm of Self-Supervised Learning (SSL). In this context, the
emphasis is on fully training a deep learning model using exclusively unlabeled
data. This not only provides a distinctive perspective within the spectrum of
annotation-efficient methodologies but also liberates subsequent works from the
constraints of predefined labels.

When it comes to SSL, it has emerged as a prominent trend in both natu-
ral language processing and computer vision over recent years, finding applica-
tions in diverse fields. Examples include SSL for recommendation [26], SSL for
text clustering [21], SSL for image classification [3], and SSL for image repre-
sentation learning [18]. However, this paper directs its attention to the realm of
human annotation in image segmentation, delving into a comparative exploration
between the conventional fully-supervised segmentation annotation discussed in
Sect. 2 and SSL segmentation annotation discussed in Sect. 3. The synthesis of
these findings will be presented in the comparative discussion within Sect. 4.

2 Annotation Effort in Image Segmentation

Image segmentation can be categorized into three well-established tasks:
semantic segmentation, instance segmentation, and panoptic segmentation, as
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Table 1. Summary regarding efforts invested by humans in the creation of segmenta-
tion datasets in some prior studies

Work Annotation Human in annotation

(IS) MS
COCO
dataset [14]

2.5M labeled
instances in 328k
images

Multiple workers from Amazon’s Mechanical Turk
with 30k worker hours plus over 22 worker hours
per 1000 segmentations

(SS,IS)
Cityscapes
dataset [6]

5k and 20k
images for fine
and coarse
annotations

More than 1.5 h for a single image for fine and less
than 7min per image for coarse annotations with
in-house annotators

(SS) ADE20K
dataset [30]

20210 (train),
2000 (val), and
3000 (test)
images

Only one expert annotator to ensure consistency
and quality

(SS)
ImageNet-S
dataset [9]

50k images with
high-quality
annotations
across 919
categories

A team consists of an organizer, four quality
inspectors, and 15 annotators.

(IS,SS)
ZeroWaste-f
dataset [2]

4661 images 12.5min per image by professional annotators (cost
per image is $0.6 for annotation and $0.62 for
expert review)

(PS) VIPSeg
dataset [15]

3536 videos,
84750 annotated
images, 926213
instance masks

Sparse annotations took 1200 h for instance
annotation and human review. Instance
propagation took 20 h by computers. Refining by
human annotators took about 10–60 minutes per
video.

(IS)
YouMVOS
dataset [27]

200 videos with
431k annotated
masks

A semi-automatic system created initial masks
before each image was refined by three human
annotators. The annotation team had 10
annotators trained for a week before the formal
annotation

Note: SS, IS, and PS denote semantic, instance, and panoptic segmentations, respectively.

depicted in Fig. 1. Instance segmentation is specifically designed to differentiate
distinct instances of countable objects. This is exemplified in tasks such as iso-
lating car regions in a traffic surveillance system [29]. In contrast to instance
segmentation, which focuses on providing instance-based results, semantic seg-
mentation undertakes the precise classification of each individual pixel, offering
no information regarding which pixel pertains to a specific instance. This char-
acteristic makes it suitable for segmenting targets lacking a distinct boundary,
such as crack regions in surface images [24]. Panoptic segmentation, as intro-
duced by [10], combines both semantic and instance segmentations. This novel
approach introduces the concept of “things” (countable objects like pedestri-
ans, animals, cars) and “stuff” (uncountable amorphous regions like the sky and
grass), enabling panoptic segmentation to effectively perform segmentation on
both categories. While numerous datasets with ground truth are available for
different image segmentation tasks, not all of them offer comprehensive infor-
mation regarding the extent of human effort and labor devoted to preparing
segmentation ground truth. Table 1 summarizes the human effort involved in
annotation for generating ground truth labels in selected image segmentation
datasets published in esteemed conferences or journals. Given the absence of a
standardized format in the information provided by each work, this table rep-
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resents our best effort to extract human-effort-related information from these
sources.

According to Table 1, the Microsoft Common Objects in Context (MS
COCO) dataset [14] stands out as the largest still-image dataset, comprising
2.5 million images accompanied by segmentation ground truth. Due to the sub-
stantial number of instances requiring annotation, crowd-sourced workers were
enlisted as annotators, entailing many tens of thousands of worker hours to
complete the annotation process. In contrast, other still-image datasets such
as [2,6,9,30] avoided the use of crowd-sourced workers and opted for specially
organized, in-house, or professional annotators. Notably, the work by [30] pro-
vides numerical insights, revealing that their sole expert annotator labeled an
average of 29 annotation segments per image, while external annotators man-
aged only 16 segments per image. This underscores the significance of specialized
annotators. For video datasets like [15,27], which involve numerous frames per
video (with only some frames sampled and annotated), sophisticated pipelines
were usually involved to reduce time and effort in segmentation annotation. The
VIPSeg dataset [15] initially employed human annotators for sparse annotation,
followed by propagating the annotations to other frames in the video. Subse-
quently, human annotators performed final refinement to ensure high-quality
annotation for each video. Similarly, the YouMVOS dataset [27] proposed a
semi-automatic system for detecting, initiating, and propagating segmentation
masks through frames of each video. A group of specially trained annotators
then refined the generated segmentation masks.

The aforementioned insights underscore the substantial human effort required
for segmentation annotation, representing a significant challenge unless utilizing
existing datasets with ground truth. Although crowd-sourcing workers offer a
potential solution, many researchers tend to avoid this approach due to con-
cerns about annotation quality and the challenge of maintaining consistency.
Depending on a sole expert annotator, as demonstrated in [30], may guarantee
consistency but introduces the risk of subjective opinions and longer waiting
times, potentially impeding the continuity of research in this domain.

3 Annotation in Self-supervised Image Segmentation

Following the widespread adoption of SSL in computer vision, this field has
matured and can now be divided into various sub-categories. In 2023, an SSL
cookbook [1] classified SSL approaches into families, including deep metric learn-
ing, self-distillation, canonical correlation analysis, and masked image model-
ing. While much of the discourse revolves around image-level SSL for image
representation learning, there is an observation that certain SSL approaches
lack localization information necessary for precise pixel-level dense predictions,
such as in image segmentation. Another perspective from [9] describes SSL for
image representation learning into four categories: contrastive-based SSL, non-
contrastive-based SSL, clustering-based SSL, and pixel-level SSL. Although the
majority of these four categories focus on image-level representation learning
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rather than pixel-level image segmentation, the pixel-level SSL category specifi-
cally addresses works that perform SSL at the pixel level rather than the image
level, aiming to enhance transfer learning capabilities for downstream tasks.
Despite the promising performances in transfer learning, the authors reported
that techniques within this category overlook the category-related representation
ability essential for semantic segmentation. While there are no standardized cat-
egories for SSL techniques in computer vision, our work focuses on depicting SSL
in image segmentation through two groups: the two-step SSL (Sect. 3.1) and the
one-step SSL (Sect. 3.2).

3.1 Two-Step SSL Approaches

In the first group, a two-step design is employed. Initially, a large model under-
goes pre-training using a substantial amount of unlabeled data in an SSL manner.
Subsequently, the pre-trained model is fine-tuned in the second step, utilizing a
smaller set of labeled data for task-specific segmentation. In this step, there are
options for supervised fine-tuning, including freezing the pre-trained network
and fine-tuning only an additional task-specific head, or fine-tuning both the
pre-trained network and the additional head together.

Examples of works applying this approach include [22], which introduced
their network and self-supervised pretraining strategy for an encoder-decoder
semantic inpainting network. The pre-trained network is later supervisedly fine-
tuned on existing labeled datasets for various task-specific objectives. According
to the authors, a consistent improvement is revealed for all methods when the
number of labeled images is increased. However, despite a significant increase
in the number of unlabeled images used during pre-training, the performance of
self-supervised pre-training remains mostly the same, suggesting a small domain
gap between semantic inpainting (the first pretraining step) and semantic seg-
mentation tasks (the second fine-tuning step).

Similarly, in [20], a popular contrastive learning approach is employed to self-
supervisedly pre-train the backbone consisting of two SwinUNet networks. To
extend the pre-trained backbone to image segmentation, the backbone is further
fine-tuned (supervisedly) with an additional small segmentation-specific head.
The authors reported that, in their work, freezing the pre-trained backbone
does not perform better than fine-tuning the pre-trained backbone altogether.
Experiments on several downstream tasks also reveal that their resultant models
perform on par with models trained from scratch with as little as 10% of the
labeled data, allowing this SSL approach to be trained based on very small
labeled datasets (about 100 samples).

Following the same pattern of self-supervised pretraining followed by super-
vised finetuning, numerous works in the literature delve into SSL-based image
segmentation. These works employ various pretraining objectives, pretraining
networks, and finetuning methods.
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3.2 One-Step SSL Approaches

In the second group, one-step approaches are designed, usually in an end-to-end
manner to accomplish self-supervised image segmentation in one shot, meaning
that no labeled data is required at any step. Works in this group usually involve
sophisticated techniques that are unique to one another. Also, the word “unsu-
pervised” is sometimes used in exchange with the word “self-supervised” in this
context.

One example from this group is SSL-ALPNet [16], proposed for a self-
supervised few-shot segmentation problem. By combining a superpixel-based
self-supervised learning strategy with an adaptive local prototype pooling net-
work (ALPNet), this work aims to eliminate the reliance on manually anno-
tated training images by exploiting unlabeled images and pseudo labels. Another
work, MaskContrast [8], utilizes a saliency estimator to generate positive pairs
of object-centric crops and negative pairs. Once high-quality pixel embeddings
for semantic segmentation are obtained, clustering algorithms like K-Means can
be applied to achieve fully unsupervised semantic segmentation. Optionally, the
learned embeddings can undergo finetuning on new datasets if labeled data are
available.

COMUS (Clustering Object Masks for learning Unsupervised Segmentation)
[28] leverages the self-supervised DINO network for representation learning and
the self-supervised DeepUSPS as an unsupervised saliency estimator, eliminating
the need for manual annotation. Clustering is then applied to the saliency masks
to generate unsupervised pseudo-masks. Subsequently, iterative self-training
with noisy pseudo-masks is employed to enhance segmentation results. Conse-
quently, COMUS reports unsupervised semantic segmentation results across all
80 categories of the MS COCO dataset without any manual annotation, achiev-
ing quality levels comparable to supervised counterparts. However, this work
relies on several pre-trained models, including DINO pre-trained on ImageNet-1k
without labels, DeepUSPS with BasNet weights, and DeepLabv3, whose encoder
is initialized with a ResNet50 pre-trained with DINO on ImageNet and fur-
ther fine-tuned on the pseudo-masks. Therefore, determining the exact number
of unlabeled samples used to self-supervisedly train in this work, as shown in
Table 2, proves challenging.

4 Comparison and Discussion

This section delves into the human annotation effort, incorporating information
from Sects. 2, 3 and Tables 1, 2. Concerning the number of required training sam-
ples, there appears to be no discernible significant difference between supervised
and self-supervised training. The outcome depends on various factors such as net-
work architectures, training strategies, and image data characteristics. Notably,
in the SSL approach, training samples in the self-supervised part necessitate no
annotation, eliminating human effort in this step despite the substantial number
of required training samples.
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Table 2. Summary on the quantity of unlabeled and labeled samples needed for train-
ing SSL models in image segmentation

Work Unlabeled samples Labeled samples

(SS)
Overhead
imagery [22]

• Vary between 1k to 50k samples
• No obvious performance differences
when using more unlabeled samples

• Experimented with 10% of the
unlabeled samples
• The more the labeled samples,
the better the performance.

(SS)
Land-cover
from satellite
imagery [20]

The SEN12MS dataset with 180,662
samples

At least 100 unlabeled samples to
be on par with models trained in
a fully supervised manner

(SS)
SSL-ALPNet
[16]

• 3D images in the abdominal CT, abdomi-
nal T2-SPIR MRI, and cardiac bSSFP MRI
datasets
• Each 3D image contains many unlabeled
slices/regions.

Not required

(SS)
MaskContrast
[8]

The PASCAL dataset with 10,582 samples Optional finetuning

(SS) COMUS
[28]

Not applicable as it involves the
utilization of sub-models pretrained
without labeled samples

Not required

Note: SS, IS, and PS denote semantic, instance, and panoptic segmentations, respectively.

Concentrating on the two groups of SSL techniques outlined in Sect. 3, the
first group, a prevalent practice in many SSL research endeavors, comes with
potential drawbacks. Notably, there may be discernible gaps between the pre-
trained objectives and the downstream objective. For instance, a model pre-
trained with an image-level rotation objective might lack the understanding of
pixel-level dense prediction necessary for a downstream image segmentation task.
Furthermore, two-step SSL approaches still necessitate supervised training with
labeled data in the second step, indicating that they cannot entirely eliminate
the need for human annotation efforts, as illustrated in the rightmost column
of Table 2. In contrast, the second group comprises one-step SSL techniques for
image segmentation, typically entailing end-to-end networks specially designed
for SSL image segmentation from the outset. Consequently, no data annotation
or labeled data is required, as depicted in the second column of Table 2. Nev-
ertheless, there seems to be no common design suggestion or guideline for this
second group of techniques; each work proposes its unique solution, necessitat-
ing substantial effort from experts and technicians in designing these specialized
networks and making generalization across different research challenging.

The two groups of SSL approaches embody a tradeoff. On one hand, the
two-step SSL group provides a standardized two-step pipeline that serves as
an initial template during network design and development. However, it falls
short of completely eliminating human effort in annotation due to the sec-
ond step of supervised finetuning. On the other hand, the one-step SSL group
entirely eliminates human effort in annotation but heavily relies on human
experts to design each specialized network and process pipeline. In navigating
this tradeoff, a groundbreaking solution has emerged with Meta AI Research,
FAIR introducing the world’s first foundational model in image segmentation,
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named Segment Anything Model (SAM), initially announced in April 2023
[11,12]. As explained on https://segment-anything.com/, “SAM is a prompt-
able segmentation system with zero-shot generalization to unfamiliar objects and
images, without the need for additional training.” The newly proposed segmen-
tation dataset, SA-1B, boasting over 1 billion masks on 11 million licensed and
privacy-respecting images, distinguishes itself by not relying solely on online
data like other foundational models. Instead, a specific data engine is devel-
oped to collect abundant segmentation masks with model-in-the-loop dataset
annotation. SAM’s data engine comprises three stages: a model-assisted man-
ual annotation stage, a semi-automatic stage, and a fully automatic stage; the
first two stages involve a team of professional human annotators. SAM’s model
is initialized with a self-supervised MAE pre-trained Vision Transformer and
an off-the-shelf text encoder from CLIP. However, other parts involve super-
vised training as well. While the training process for SAM is sophisticated,
expensive, and time-consuming, the public release (for research purposes) of
the corresponding dataset and SAM model checkpoints at https://github.com/
facebookresearch/segment-anything has catalyzed acceleration in many subse-
quent works. Researchers can leverage these sophisticated aspects of image seg-
mentation, kickstarting their projects from SAM results, and finetune or post-
process the outcomes as demonstrated in [4,5,19].

5 Conclusion

This paper observes the bottleneck in developing image segmentation models,
specifically the significant human annotation effort required in preparing training
samples. While self-supervised learning has emerged as a promising solution
to mitigate or eliminate the need for human annotation, it doesn’t necessarily
reduce the number of required training samples. However, current self-supervised
learning approaches for image segmentation still present a tradeoff, demanding
human involvement either during annotation or in network/process development.
In contrast to other computer vision tasks benefiting from an abundance of pre-
trained foundation models, the release of the first foundation model for image
segmentation in 2023 marks a breakthrough, minimizing human effort in both
annotation and intricate network design. We anticipate that the availability of
foundation models in image segmentation will substantially alleviate the human
effort required in future developments within this field.

References

1. Balestriero, R., et al.: A cookbook of self-supervised learning, pp. 1–71.
arXiv:2304.12210v2 (2023)

2. Bashkirova, D., et al.: Zerowaste dataset: Towards deformable object segmentation
in cluttered scenes. In: IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), Los Alamitos, CA, USA, pp. 21115–21125. IEEE Computer
Society (Jun 2022)

https://segment-anything.com/
https://github.com/facebookresearch/segment-anything
https://github.com/facebookresearch/segment-anything
http://arxiv.org/abs/2304.12210v2


444 T. Siriborvornratanakul

3. Bunyang, S., et al.: Self-supervised learning advanced plant disease image classifi-
cation with SimCLR. Adv. Comput. Intell. 3 (2023)

4. Chen, T., et al.: Sam-adapter: adapting segment anything in underperformed
scenes. In: 2023 IEEE/CVF International Conference on Computer Vision Work-
shops (ICCVW). (2023) 3359–3367

5. Chen, X.D., Wu, W., Yang, W., Qin, H., Wu, X., Mao, X.: Make segment anything
model perfect on shadow detection. IEEE Trans. Geosci. Remote Sens. 61, 1–13
(2023)

6. Cordts, M., et al.: The cityscapes dataset for semantic urban scene understanding.
In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Los
Alamitos, CA, USA, pp. 3213–3223. IEEE Computer Society (Jun 2016)

7. Fang, B., Li, X., Han, G., He, J.: Rethinking pseudo-labeling for semi-supervised
facial expression recognition with contrastive self-supervised learning. IEEE Access
11, 45547–45558 (2023)

8. Gansbeke, W.V., Vandenhende, S., Georgoulis, S., Gool, L.V.: Unsupervised
semantic segmentation by contrasting object mask proposals. In: IEEE/CVF Inter-
national Conference on Computer Vision (ICCV), Los Alamitos, CA, USA, pp.
10032–10042. IEEE Computer Society (oct 2021)

9. Gao, S., Li, Z.Y., Yang, M.H., Cheng, M.M., Han, J., Torr, P.: Large-scale unsu-
pervised semantic segmentation. IEEE Trans. Pattern Anal. Mach. Intell. 45(6),
7457–7476 (2023)

10. Kirillov, A., He, K., Girshick, R., Rother, C., Dollár, P.: Panoptic segmentation.
In: IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 9396–9405 (2019)

11. Kirillov, A., et al.: Segment anything. In: IEEE/CVF International Conference on
Computer Vision (ICCV), pp. 4015–4026 (October 2023)

12. Kirillov, A., et al.: Segment anything, pp. 1–30. arXiv:2304.02643v1 (2023)
13. Kittipongdaja, P., Siriborvornratanakul, T.: Automatic kidney segmentation using

2.5D ResUNet and 2.5D DenseUNet for malignant potential analysis in complex
renal cyst based on CT images. EURASIP J. Image Video Process. 2022(5) (2022)

14. Lin, T.Y., et al.: Microsoft COCO: common objects in context. In: Fleet, D.,
Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) European Conference on Computer
Vision (ECCV), pp. 740–755. Springer International Publishing, Cham (2014)

15. Miao, J., et al.: Large-scale video panoptic segmentation in the wild: A benchmark.
In: IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
(2022) 21001–21011

16. Ouyang, C., Biffi, C., Chen, C., Kart, T., Qiu, H., Rueckert, D.: Self-supervised
learning for few-shot medical image segmentation. IEEE Trans. Med. Imaging
41(7), 1837–1848 (2022)

17. Pan, S., Liu, X., Xie, N., Chong, Y.: EG-TransUNet: a transformer-based U-Net
with enhanced and guided models for biomedical image segmentation. BMC Bioin-
form. 24 (2023)

18. Purushwalkam, S., Gupta, A.: Demystifying contrastive self-supervised learning:
invariances, augmentations and dataset biases. In: Neural Information Processing
Systems (NeurIPS), pp. 3407–3418 (2020)

19. Sarai, W., Monbut, N., Youngchoay, N., Phookriangkrai, N., Sattabun, T., Siribor-
vornratanakul, T.: Enhancing baggage inspection through computer vision analysis
of x-ray images. J. Transp. Secur. 17, 1–13 (2024)

20. Scheibenreif, L., Hanna, J., Mommert, M., Borth, D.: Self-supervised vision trans-
formers for land-cover segmentation and classification. In: IEEE/CVF Conference

http://arxiv.org/abs/2304.02643v1


Reducing Human Annotation Effort Using SSL for Image Segmentation 445

on Computer Vision and Pattern Recognition Workshops (CVPRW), pp. 1421–
1430 (2022)

21. Shi, H., Sakai, T.: Self-supervised and few-shot contrastive learning frameworks for
text clustering. IEEE Access 11, 84134–84143 (2023)

22. Singh, S., et al.: Self-supervised feature learning for semantic segmentation of over-
head imagery. In: The British Machine Vision Conference (BMVC), Newcaltle, UK,
1–13 (Sep 2018)

23. Siriborvornratanakul, T.: Advanced artificial intelligence methods for medical
applications. In: Duffy, V.G. (ed.) Digital Human Modeling and Applications in
Health, pp. 329–340. Safety, Ergonomics and Risk Management. Springer Nature
Switzerland, Cham (2023). https://doi.org/10.1007/978-3-031-35748-0 24

24. Siriborvornratanakul, T.: Pixel-level thin crack detection on road surface using
convolutional neural network for severely imbalanced data. Computer-aided Civil
Infrastruct. Eng. 38(16), 2300–2316 (2023)

25. Wang, H., Chen, T., Wang, Z., Ma, K.: Troubleshooting image segmentation mod-
els with human-in-the-loop. Mach. Learn. 112, 1033–1051 (2023)

26. Wang, J., Wu, J., Jia, C., Zhang, Z.: Self-supervised variational autoencoder
towards recommendation by nested contrastive learning. Appl. Intell. 53, 18887–
18897 (2023)

27. Wei, D., et al.: Youmvos: an actor-centric multi-shot video object segmentation
dataset. In: IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 21012–21021 (2022)

28. Zadaianchuk, A., Kleindessner, M., Zhu, Y., Locatello, F., Brox, T.: Unsuper-
vised semantic segmentation with self-supervised object-centric representations.
In: International Conference on Learning Representations (ICLR) (2023)

29. Zhang, B., Zhang, J.: A traffic surveillance system for obtaining comprehensive
information of the passing vehicles based on instance segmentation. IEEE Trans.
Intell. Transp. Syst. 22(11), 7040–7055 (2021)

30. Zhou, B., Zhao, H., Puig, X., Fidler, S., Barriuso, A., Torralba, A.: Scene Parsing
through ADE20K Dataset. In: IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 5122–5130 (2017)

https://doi.org/10.1007/978-3-031-35748-0_24


Human-Aligned GAI Driven by Conceptual
Knowledge: System, Framework,

and Co-creation

Jingran Wang1, Feng Liu2, and Rong Chang2(B)

1 Beijing International Studies University, Beijing 100024, China
2 Beijing Institute of Graphic Communication, Beijing 102600, China

changrong-bj@bigc.edu.cn

Abstract. Generative artificial intelligence models (GAI) have become the lead-
ing solutions for imagegeneration tasks.Despite their inventive performance, these
models suffer from inconsistencies and domain limitations due to data bias and
emergent phenomena. Therefore, aligning GAI with human painters has become
one of the important interdisciplinary topics of HCI. This paper customizes GAI
by embedding domain conceptual knowledge into the large text-to-image model,
aiming to learn more about the role of conceptual knowledge in building human-
aligned GAI. We first construct a human-AI alignment system from the cognitive
perspective. We then propose an alignment method that maps abstract concepts to
detailed visual representations, corresponding to a multi-level alignment frame-
work. Finally, we illustrate how the framework can be applied to human-GAI
co-creation through experiments on Chinese landscape painting and propose a
custom model. The experimental results preliminarily confirm that conceptual
knowledge is of great help to building human-aligned GAI. For end users who
need a balance between generality and specificity of large models, this study pro-
vides the methodology of customizing under the circumstance of limited data and
computing power. This study also serves as a valuable reference for researchers
to systematically understand human-GAI alignment and advance the alignment of
GAI for better adaptation to human-oriented tasks.

Keywords: Human-aligned GAI · Conceptual Knowledge · Co-creation · AI
Cognition

1 Introduction

Over the past three years, there has been an increase in Diffusion model research [1–3],
and related applications such as Stable Diffusion or Midjourney are gaining momen-
tum. Although state-of-the-art GAIs can produce creative images, compositional ability
remains a challenging problem [4]. This phenomenon may be particularly relevant in the
inability of AI to acquire abstract conceptual knowledge during learning and then seam-
lessly apply these abstractions to new scenarios. To bridge the gap between human and
GAIs,we need to build human-alignedGAI that can abstract the conceptualmanipulation
rules behind cluster pixels [5].
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H. Degen and S. Ntoa (Eds.): HCII 2024, LNAI 14734, pp. 446–465, 2024.
https://doi.org/10.1007/978-3-031-60606-9_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60606-9_27&domain=pdf
https://doi.org/10.1007/978-3-031-60606-9_27


Human-Aligned GAI Driven by Conceptual Knowledge 447

This study focuses on the role of domain conceptual knowledge in building human-
aligned GAI. Our contribution has tripled. First, a human-AI alignment system is con-
structed from the perspective of cognition. Second, an alignment method driven by
mapping abstract conceptual knowledge to detailed visual representations is proposed.
Third, a human-aligned GAI model is fine-tuned and a series of co-creation experiments
on Chinese landscape paintings is conducted.

The paper is structured as follows. Section 1 briefly introduces the purpose of the
study. Section 2 constructs the human-AI alignment system and elucidate the impor-
tance of conceptual knowledge from the perspective of cognition evolution. Section 3
summarizes the progress of previous research. Section 4 to Sect. 6 detail the alignment
workflow and the experiment. Section 7 concludes the paper.

2 The Importance of Conceptual Knowledge

2.1 Human-AI Alignment System

From the perspective of cognition evolution, the alignment between human and AI is
a system in which human and AI collaborate to explore the world, thereby developing
the ability to extract and relate concepts horizontally and vertically. Existing research
has revealed that in the Paleolithic Age, human communication shifted from gestural to
vocal form [6], and syntactic language developed [7]. In addition to the development of
syntactic language, improved cognitive fluidity has increased people’s ability to integrate
concepts in the horizontal direction [8]. Subsequently, the ability of cognition to move
vertically between concepts at different levels increases [9], which promotes the inter-
action between implicit cognition and explicit cognition [10]. Explicit cognition, which
is usually expressed in language and highly conceptualized, is considered the highest
cognition of human beings. Implicit cognition is older, and can learn automatically and
unconsciously [11–13], and plays a key role in structuring our skills, perceptions, and
behaviors [14]. The development of explicit cognition does not replace implicit learning
mechanisms, but rather works with it superimposed.With the help of syntactic language,
implicit learning develops into a form that can be consciously manipulated, capable of
reflectively and explicitly manipulating implicit associations [15].

Based on the above findings, we construct the framework of human-AI alignment
system. As shown in Fig. 1, the human-AI alignment system contains three core parts:
the appearance-wrapped noumenon, human, and AI. From implicit cognition to explicit
cognition,we divide the evolution progress into fourmajor stages: perceptual experience,
rational a priori, imaginative grokking, and intellectual transcendence.

• Perceptual experience. The subject perceives images or other representations and
form intuitive knowledge with the help of experience. This process is similar to
modelling based on a small amount of discrete data. For example, the subject classifies
the moon, plates, and balls into the concept of circle.

• Rational a priori. The subject uses concepts or conceptual knowledge to reason and
judge the perceived objects. This process is equivalent to analogy using a model. For
example, the subject can choose objects like circle instructed by circles drawn on
paper or the circle concept expressed in language. In addition, the subject can also
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Fig. 1. The overview of human-AI alignment system.

recognize the connection between a circle and a regular polygon and use abstract
formulation to clarify this inner logic.

• Imaginative grokking. The subject tries to understand the origin and laws of things
by imagining the invisible noumenon, and produces highly abstract conceptual knowl-
edge. For example, the Taoist concept of “Wuji” and the Western concept of “Om-
nipresence”were both developed by ancient people and used to explain the generation
and changes of all things. Similarly, contemporary attempts to use quantummechanics
to explain the workings of the universe.

• Intellectual transcendence. The exploration of noumenon, on the one hand, makes
the subject increasingly believe in some kind of transcendent power. On the other
hand, the subject is also inspired to achieve spiritual transcendence. Due to different
cultural contexts, the ultimate beliefs that subjects advocate are also different, such
as Hindu emptiness, Confucian morality, Western freedom.

Although the pace of progress in AI is astounding, the operation of current AI is still
relatively rudimentary, relying on information input to simulate human perception expe-
rience, and usingmodelling to simulate human prior rationality. Even the state-of-the-art
AIs now encounter the challenge of learning conceptual knowledge. If such a bottleneck
is not broken, the dislocation between human and AI will continue due to the lack of
high-level conceptual control. Meanwhile, some hypotheses of cognitive mechanism,
such as the recurrent processing theory [16, 17], the global workspace theory [18–20]
and the higher-order theories [21] etc., have been introduced into the AI engineering.
For example, the recurrent processing theory emphasizes the feedback from top to pri-
mary cortex to integrate various visual features for forming meaningful visual scenes.
This mechanism was originally simulated using U-Net [22] combined with Residual
Neural Network [23]. As another example, the global workspace theory believes that the
sharing and fusion platforms of information can be formed through global broadcasting
and attentionmechanisms. Researchers mimicked the similar process using Transformer
[24]. Furthermore, the higher-order theories argues that first-order representations rep-
resent things about the world, while higher-order representations represent things about
other representations. Researchers formed prior knowledge through concept annotation
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embeddings, and used top-driven noise prediction modules such as diffusion models [1]
to initially realize thismechanism. It is foreseeable that with the frequent andmultimodal
interactions between humans and AI, AI’s cognition will converge to human cognition.
So much so that people will treat AI as a fully conscious subject. Therefore, this study
takes the idea of human-AI alignment system as the starting point for discussion.

2.2 Evolution Driven by Conceptual Knowledge

To elucidate how conceptual knowledge affects the cognition of human-AI alignment
system, taking text-to-image generation as an example, we briefly review the evolution
of GAI. As appearances, images are usually attached to “actual entity” that really exist
in the natural world [25]. It is well known that natural world data is the basis for training
intelligent agents. Researchers have achieved promising results using natural world data
to generate realistic images, such as landscape photos [26], car models [27], and 3D
images of human bodies [28]. The more detailed the natural world data is, the better the
intelligent agent will perform.

A very important turning point is image synthesis prompted by artificial combined
concepts. Based on extensive image-caption pairs obtained from the Internet, CLIP
learns constituent elements in an image and the corresponding concepts [29], triggering
the liberation of elements from entities. Subsequently, DALL· E forms new images by
combining unrelated concepts, such as “avocado-shaped armchair” or “butterfly-wing-
shaped teapot” [30, 31], promoting the transition, transformation, and reconstruction of
individual elements in various contexts.

The substance has not yet been produced, but the concept has preceded. Current GAI
researchers are keen on translating novel concept combinations into images [32–35], and
multimodal translation among images and videos [36, 37]. As a result, images with “con-
ceptual entity” which are abstracted from or derived from and founded upon the actual
entities flood the digital world. The essence of this transition from potentiality to reality
is what Whitehead describes as “concrescence”: a new speculative entity participates in
the world, and in turn generates a new element added to the settled world [25].

The above evolutionary process highlights the important role of concepts in image
generation. Current concept-driven computing that relies on concrete concepts embodies
the incidental assumptions [38]. That is, the microscale contains all the details of the
system, so once the expression can be determined at themicroscale, it will be determined
accordingly at the macroscale. However, this one-way certainty is easily disturbed by
the emergent mechanisms of large models. As a result, inconsistency of large models is
plaguing both the developers and the end users.

Instead, we turn our attention to top-down integration of concepts. Our concept-
driven computation is based onmore abstract concepts, such as the compositional schema
that runs through human visual cognition, expression, and imagination. This study takes
Chinese landscape painting as an example to verify the feasibility of a methodology that
promotes GAI to align with humans more efficiently through constructing and utilizing
the mapping relationship between highly abstract conceptual knowledge and detailed
visual representations.
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3 Related Work

3.1 Computational Architecture

Our experiment is based on Stable-diffusion-v1-4 [39]. It is pre-trained on a vast dataset
of 600million captioned images forwhich theAI predicts humanswould rate at least 5/10
when asked to rate aesthetic scores. This process equips it with world knowledge and
aesthetic cognition, facilitating the images generation in response to various text prompts.
Despite these strengths, the model often produces images that deviate from expectations
of human artist, which limits its practical usefulness. We tried text-to-image, and image-
to-image methods to generate Chinese landscape paintings using Stable Diffusion. The
output images mostly cannot reflect the characteristics of Chinese landscape painting.
The main reason for this issue may be that although the training data obtained from the
Internet is huge, it does not cover various art fields in a balanced and detailed manner.

From skills to aesthetic taste, Chinese landscape painting that called “images of the
mind” by scholars [40] is significantly distinguished from other painting categories or
landscape photography. In terms of transcendence, the style of super-representation in
Chinese painting [41] is not the same as abstractionism and expressionism in Western
painting but is related to Chinese artists’ advocacy of Confucianism and Taoism. Con-
fucius said: “The benevolent enjoys mountains, and the wise enjoys water.” Lao Zhuang
regards human and nature as one. Therefore, Chinese painters extol the ideal world and
reintegrate with nature in their creation. During the Southern and Northern Dynasties
(420–589 C.E.), the knowledge of Chinese painting was highly abstracted by Xie He
as the “Six Laws” and inherited from generation to generation. The uniqueness of Chi-
nese landscape painting style and knowledge system, as well as the fact that there are
few human annotation benchmarks about it in existing training datasets and pre-trained
models, not only provides exploration space for experiments, but also facilitates us to
observe the impact of newly embedded conceptual knowledge.

3.2 Dataset Building and Concepts Customization

We try to fine tune the pre-trained model with as little data as possible to maximize
the leverage effect. Specifically, we adopt multi-scale sampling strategy to establish the
dataset. Its cognitive basis is that human has the ability of multi-scale modeling [42–44].
Therefore, data sampling referring to human cognition helps computation mix the top
and bottom features [45, 46].

In addition to data collection, data labeling assumes the functionof providing “ground
truth” for the model [47]. In this study, this meant manually labeling images with con-
cepts at different levels of abstraction. However, label ambiguity is often detrimental to
model performance. Previous research has confirmed that even for specific concepts, it
is difficult for humans and AI to agree on the ground truth of labels [48]. Given that
annotators’ background is one of themain sources of ambiguity [49], annotation by com-
munity members may help deal with label ambiguity [50]. It can be inferred that models
developed with data annotated by a group of domain users may demonstrate a marked
improvement in understanding human instructions and solving specific tasks. Therefore,
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our study interprets the essence of a concept as a consensus within a professional group
and completes the labeling task by domain users with relevant backgrounds.

Manually annotated data needs to be embedded into the pre-trained model through
training. Previous research enabled single-concept customization by leveraging the
semantic prior embedded with a new autogenous class-specific prior preservation loss
[30]. Regarding the customization ofmultiple concepts, recent research generates combi-
nations of new concepts by combiningmultiple expert models [31, 32]. Although related
research has made progress in embedding specific concepts, current models still struggle
to generate all topics described in text prompts [51, 52]. This may be related to the lack
of hierarchy in the embedded concepts. Therefore, this study establishes a conceptual
hierarchy of different levels of abstraction. Subsequently, we employ CLIP-ViT-L-14
[53] as the global control and try to embed all concepts through one model.

3.3 Model Responses Evaluation

As of now, scale is still the main method for model evaluation. Some studies propose to
evaluate the response quality of models in an ordinal classification setting where human
evaluators are required to categorize each response into one of the four levels which
are acceptable, minor errors, major errors and unacceptable [54]. Some other research
proposes to use a pairwise comparison framework for evaluating the output quality
of two large models. Given the instruction inputs and two model outputs, the human
annotators are asked to select a better one [55]. Our assessment also takes the form of
a scale. The measurement index is determined by the researcher based on the aesthetic
taste of Chinese landscape painting. Invited professional users use the fine-tuned model
to complete co-creation tasks and evaluate the model’s performance.

4 The Framework of Building Human-Aligned GAIs

Combining inspiration from previous research and our practical experience, we propose
a framework of building human-aligned GAIs in painting area. As shown in Fig. 2, our
framework encompasses three phases of concepts abstraction and annotation, concepts
customization, as well as co-creation and evaluation.

• Concepts abstraction and annotation.Human aesthetic ideals can be translated into
dataset by data structure and annotation. Human experts first conduct theoretical style
analysis and extract conceptual knowledge. Then, through data design, the extracted
concepts are incorporated into the dataset. Someeffectivemethods includemulti-scale
sampling and community-driven annotation.

• Concepts customization. Human aesthetic priors subsequently are embedded in
model through fine-tuning. Specifically, the computational framework that simulat-
ing human cognition’s operation includes generative, top-down, cross-attention, and
noisy perception modules is constructed. Based on it, downstream task head tuning
transplants domain conceptual knowledge into the large model, thereby forming new
priors.
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Fig. 2. The framework of building human-aligned GAIs in painting area.

• Co-creation and evaluation. Human-GAI co-creation driven by conceptual knowl-
edge is conducted with the fine-tuned model. Evaluation cares whether the actual
operation and output accommodate human expectations. Professional users access the
fine-tuned model’s ability of alignment from three dimensions: consistency, poetry,
and vividness.

To illustrate how the framework can be applied in practice, we conducted a series of
co-creation experiments on Chinese landscape paintings.

4.1 Style Analysis

Painting is a painter’s modeling of the world. In this process, composition is the key
to integrating various elements [56]. Therefore, we regard the composition of Chinese
landscape paintings as the focus of style analysis.

To put the infinite world into a limited frame, Chinese painters often follow classical
compositional schemas, organize composition utilizing moving viewpoints, and adjust
the visual proportions of different view subjectively. There is a systematic structure evo-
lution from simple to complex in Chinese landscape painting. During the Song dynasty
(960–1279 C.E.), Chinese landscape painting reached its first peak. The landscape paint-
ings of the Northern Song Dynasty basically adopted the principle of central axis com-
position. In the Southern Song Dynasty, Li Tang and Xia Gui, put the main elements
of their paintings on one side. Ma Yuan only took up a corner to paint. While Western
landscape paintings were still developing toward the more realistic nature observed by
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the artist, Chinese painters had shifted their creative intentions from representation to
expression [57]. In the Yuan Dynasty (1271–1368 C.E.) WangMeng tended to compose
his works on S-shaped curves. Ni Zan painted mainly with horizontal structure [58].
In the 17th century, the development of Chinese landscape painting entered its second
peak, and the numerous details contained in sensory were further abstracted to a purely
aesthetic structure. The painter’s inner world replaced the outer natural landscape and
became the ultimate reality [59].

According to the development of Chinese landscape painting, we summarized the
composition of Chinese landscape painting into five main schemas: centralized compo-
sition, centrally divided composition, diagonally divided composition, S-shaped com-
position, and horizontal composition. The above concepts can basically reflect the com-
positional frame in the mind of a Chinese landscape painter. In terms of the evaluation
dimension, besides the consistency of the large model, we extracted the two concepts
of poetry and vividness according to the tradition of combining poetry and painting in
Chinese landscape painting and the pursuit of vivid aesthetics.

4.2 Multi-scale Sampling

We selected the pictures of Verdant Rocks and Beautiful Pavilions by Boxu Zhao, a
painting of the Chinese Song Dynasty, as the experimental material. The size of the
digital image we got of Verdant Rocks and Beautiful Pavilions is 41762 * 3937 pixels.
In order to simulate human visual cognition, we performed multi-scale sampling on this
image (see Fig. 3). We randomly split it into patches of 512 * 512 pixels, resulting in a
total of 3870 samples. We defined these samples as samples of the zoom in view. Next,
we resized the vertical axis of the original image to 1024 pixels and randomly divided
it into patched of 512 * 512 pixels. In this way, we got 250 samples of zoom out views.
Finally, we resized the vertical axis of the original image to 512 pixels and segmented it
into patches of 512 × 512 pixels. From this, we got 20 patches for the overall view.

Through scalable sampling, we constructed a multi-scale dataset including 4140
samples (see Table 1).

4.3 Community-Driven Annotation

Data annotation is completed by the community composed of professional users. After
brainstorming and labelling experiments on some representative Chinese landscape
paintings, the community proposed a labelling framework including five dimensions
of art style, compositional element, compositional relationship, compositional schema,
and type of view.

• Art style. Since this study takes a single piece of Chinese blue-green landscape
painting as an example, the art style of all samples was labelled as Chinese blue-green
landscape painting.

• Compositional element. The main compositional elements were roughly divided
into six categories: natural object, architecture, animals, tools, transportation, and
figures (see Table 2). The element annotation adopted more general labels rather than
detailed items. For example, “Chinese pavilion” was used to refer to most of the
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Fig. 3. Themethods of scalable sampling: (a) overall view sampling, (b) zoom out view sampling,
and (c) zoom in view sampling. “Verdant Rocks and Beautiful Pavilions” (partial) by Boxu Zhao,
Song Dynasty. Photos credit: The Freer Gallery of Art.

Table 1. The structure of the multi-scale dataset.

Type of view Size of adjusted vertical axis Number of samples

overall view 512 pixels 20

zoom out view 1024 pixels 250

zoom in view 3937 pixels 3870

Chinese buildings in the painting. For another example, “man” was used to refer to
woodcutter, fisherman, boatman and other male in the paintings.

• Compositional relationship. The relationships between constituent elements of
Chinese landscape painting were summarized into five main categories, which are
performing actions, residence, co-occurrence, affiliation, and tools (See Table 3).

• Compositional schema. The constituent elements and relationships of the zoom-in
samples were described in detail. For the samples of zoom-out view and overall view,
only the compositional schema was labelled. This not only reduced the workload of
labelling, but also formed an information ladder between samples of different scales.

5 Concepts Customization

We use downstream task head tuning to accommodate human intention. The computa-
tional architecture includes (1) CLIP’s ViT-L/14 of 123 million parameters that works
as the text encoder to turn the input text prompt into text embedding; (2) VAE acts as an
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Table 2. The dimensions of labelling.

Categories Labels of compositional elements

Natural object mountains, trees, clouds, farmland, water, shore etc.

Architecture Chinese pavilion, terrace, Chinese farmhouse, gate, bridge, plank road, house
on stilts, grass huts etc.

Animals cow, dog etc.

Tools fishing rod, loading net, hoe, carrying pole etc.

Transportation wooden boat etc.

Figure man, woman, child etc.

Table 3. The annotation of compositional relationships.

Categories Annotation example

Performing actions “A man walking across the bridge.”

Residence “Three men standing at the gate.”

Co-occurrence “A woman walking with a child.”

Affiliation “A man sitting at the stern with items.”

Tools “A man fishing with a fishing rod.”

image encoder-decoder to convert an image into a latent vector or turns the latent vector
into an image; and (3) diffusion model of 860 million parameters and a U-net structure.

The tuning process is as follows. Firstly, image-annotation pairs ofChinese landscape
painting are projected to the latent space by the text encoder and the image encoder.
Then, a small amount of original noise is added to the image latent vector for a given
timestep. The diffusion model uses latent vectors from these two spaces along with a
timestep embedding to predict the noise that was added to the image latent. Finally, the
reconstruction loss between the predicted noise and the original noise added in step is
calculated. The diffusion model parameters are optimized using gradient descent.

The training was performed on a NVIDIA RTX 3080 GPU. Under the setting of
learning rate 1e−5, the training process was relatively smooth. After 450 epochs, the
loss converged to 0.0687 (see Fig. 4).

6 Co-creation and Evaluation

Through data annotation, we have integrated some conceptual knowledge of Chinese
landscape painting into the data. Then, the process of downstream task head tuning
enables the knowledge to be embedded into the model and transformed into prior knowl-
edge. To evaluate the alignment capability of the fine-tuned model driven by conceptual
knowledge, we conducted the human and AI co-creation experiments.
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Fig. 4. Changes in the value of loss during model training

6.1 Driven by Basic Concepts

The professional users first prompted AI to create some scenarios by combining the
concepts of elements and relationships. As shown in Fig. 5, the input concepts such as
numbers, characters, actions, and directional relations can be mapped to the content of
the output images. Furthermore, we find that abstract concept embeddings may elicit
accurate visual representations. For example, all bodies of water, whether rivers or lakes,
were labelled as water during annotation. Now, when the users expressing ideas with
sub-concepts such as lake, river, etc., which do not appear in our labels, the type of water
produced is mostly as expected.

6.2 Driven by Compositional Schemas

The professional users then instructed the model by the five compositional schemas of
Chinese landscape painting. It can be seen from Fig. 6 that the compositional features
of the generated images conform to the creative intention.

6.3 Driven by Detailed Creative Intention

The professional users further examined whether these compositional schemas can be
matched with more detailed creative expressions. Figure 7 shows some experimental
results. It can be seen that the abstract schemas can be stably combined with the details
of the painting.
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Fig. 5. Capability of aligning to basic concepts. The text description on the left is the composi-
tional element and relationship input by the professional users. The images output by the model
are on the right.

6.4 Driven by Conceptual Analogies

The professional users finally performed conceptual analogy-based generation to test
whether the abstract concepts embedding is helpful for the large model to apply learned
conceptual knowledge to new contexts. As shown in Fig. 8, the model can associate the
new scene description with the existing composition elements, and initially complete
the conceptual analogy-based generation. For example, if there is a scene of “three men
standing at the gate” in the training dataset, the model will transform it and apply it
to image generation with the theme of “Neighbors chatting at the gate”. Similarly, the
concept and visual elements in “A woman walking with a child” are applied to image
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Fig. 6. Capability of aligning to compositional schemas. The text on the left is the compositional
schemas input by the professional users. The images on the right are the corresponding output of
the model. The white lines in the picture are added by the researcher.

generation with the theme of “Mother taking a child to school”. In addition, the model
can also reasonably infer the identity of the characters from the scene, so as to extract
available elements for regeneration, such as the images generation of “A boatman”,
“A farmer”, and “A scholar”. However, this inference-based generation capability is
relatively limited, and combinatorial elements are sometimes lost.
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Fig. 7. Results of mapping compositional schemas to detailed creative intention. The text on the
left is the composition schema, elements, and relations input by the professional users. The images
output by the model are on the right.

6.5 Evaluation

Based on themapping relationship between abstract concepts and visual representations,
we have customized the large model for Chinese landscape painting creation. Subse-
quently, we tested the capability of human-aligned GAI driven by conceptual knowledge
in human-GAI co-creation scenarios. Five invited users scored the alignment ability of
the model from the dimensions of consistency, poetry, and vividness based on their own
experience. As shown in Table 4, the concept-driven model received the highest evalu-
ation in terms of consistency. All five users agreed that the large model embedded with
domain conceptual knowledge is obviously more suitable for the needs of professional
creation and may match the users’ instructions in most cases. The users recognized the
model’s representations of the poetry contained in Chinese landscape paintings. They
believed that the generated images were in line with the aesthetic taste of professional
users. In terms of vividness, the evaluations were relatively low. Some users pointed out
that the generated pictures had traces ofmechanical superposition, which is not vivid and
natural compared with the paintings of human painters. The users were most impressed
by the model’s generative capabilities based on conceptual analogies. They considered
that this best reflects the application potential of large models.
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Fig. 8. Results of generation driven by conceptual analogies. The text on the left is the new scene
and new character identities entered by the professional users. The images output by the model
are on the right.
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Table 4. Domain User’s rating of alignment ability.

Consistency Poetry Vividness

U1 U2 U3 U4 U5 U1 U2 U3 U4 U5 U1 U2 U3 U4 U5

Aligned X X X

Mostly aligned X X X X X X X X X X

Mostly misaligned X

misaligned X

7 Conclusions

At present, the discussion aboutAI cognition is being vigorously developed. Researchers
argued that consciousness in AI may be assessed by drawing on neuroscientific theories
of consciousness [60]. Inspired by the discussions and practices of interdisciplinary
research, this paper theoretically constructs the human-AI alignment system from the
perspective of cognition and conducts experimental testing. The co-creation experiments
preliminarily confirmed that the integration of abstract concepts into large model could
have practical consequences in the construction of human-aligned GAI. However, the
experiments in this paper are preliminary. The methods and conclusions of this study
need to be verified in more domain scenarios. From a longer-term perspective, building
a human-aligned GAI is not only to enable GAI to accurately understand human specific
instructions and related domain knowledge, but also to allowGAI’s consciousness follow
the morality, ethics, and aesthetics of human society, thus becoming a partner in the
sustainable development ofmankind. Therefore, future research should continue to focus
on alignment strategies and build GAIs that can truly benefit the human users.
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