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Recurrent neural networks (RNNs) are ubiquitously used in neuroscience to
capture both neural dynamics and behaviours of living systems. However,
when it comes to complex cognitive tasks, training RNNs with traditional

methods can prove difficult and fall short of capturing crucial aspects of
animal behaviour. Here we propose a principled approach for identifying
and incorporating compositional tasks as part of RNN training. Taking as
the target atemporal wagering task previously studied in rats, we design
apretraining curriculum of simpler cognitive tasks that reflect relevant
subcomputations, which we term ‘kindergarten curriculum learning’. We
show that this pretraining substantially improves learning efficacy and is
critical for RNNs to adopt similar strategies as rats, including long-timescale
inference of latent states, which conventional pretraining approaches fail

to capture. Mechanistically, our pretraining supports the development of

slow dynamical systems features needed for implementing both inference
and value-based decision making. Overall, our approach helps endow RNNs
with relevant inductive biases, which isimportant when modelling complex

behaviours that rely on multiple cognitive functions.

Recurrent neural networks (RNNs) are frequently used in neurosci-
ence to study the role of coordinated network activity in supporting
trained behaviours, with the hope of generating hypotheses about
neural mechanisms that can be tested inanimal models'. As cognitive
tasksincrease in complexity, training RNNs to mimic animals becomes
increasingly difficult. First, RNNs may fail to learn the task, especially
inreinforcement learning settings with salient suboptimal solutions,
sparse rewards or long temporal dependencies?®. Second, the solu-
tions found by RNNs trained on complex tasks can fail to reflect the
computational strategies in animals, limiting their utility as models
for neuroscience.

Pretraining can boost learning by slowly increasing task complex-
ity along a particular dimension (for example, gradually increasing
the delay in atask requiring working memory) as aform of curriculum
learning®* or by using families of related tasks and harnessing shared
structure, as in meta-learning®”’. In the animal domain, pretraining

takes the form of behavioural shaping®, which gradually exposes the
animal to the functional subelements of atask, suchasinteracting with
effectorssuchaslevers. Aswithartificial agent pretraining, complexity
is gradually increased by incorporating additional elements and the
animal learns how to combine them in an appropriate way (for exam-
ple, thelever needstobe pressed only whenlightis on). This approach
can dramatically increase learning efficiency in animals but is rarely
used in RNN training’. Another largely ignored form of pretraining is
the experience that the animals bring with them to the experiment in
the form of inductive biases. The subjects learn many cognitive tasks
throughouttheir lifetime, and previously learned tasks canimpact their
behaviour in new ones'®'%, Many factors including training history®,
early experiences™™" orinductive biases established by evolution® can
influencelearning outcomes and corresponding behavioural strategies.

We hypothesize that adopting pretraining procedures that better
reflect the animal’s experience will allow RNNs to learn more robustly
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Fig. 1| Modelling the animal’s learning experience. Right: the target behaviour
or task (open circle) can be thought of as composed of several computational
subelements, some of which may need to be computed in parallel. Left: these
subcomputations involve primitive skills that in the animals have probably
beenlearned through past experience. Behavioural shaping guides learning by
incrementally combining basic skills into more complex functions (linked puzzle
pieces). For RNN training, we operationalize this idea by first training a set of
fundamental subcomputations ina ‘kindergarten’ training phase, followed by
behavioural shaping that mimics animal training.

Training/target task: h/

and better match animal behaviour. To test this, we created a pre-
training paradigm that explicitly trains a set of useful, basic compu-
tational skills (working memory, sensory evidence integration and so
on) outside of the target task context (using simple tasks with separate
loss functions). These skills are then combined via animal-matched
behavioural shaping towards a target end goal (Fig. 1). We term this
form of pretraining as ‘kindergarten curriculum learning’ (kCL). Our
approach is similar to traditional curriculum learning in that the dif-
ficulty of the task increases over time and to meta-learning in that the
curriculum tasks are assumed to share underlying computational
structure with the target. Itis unique inits decomposition of complex
tasksinto elements that need tobe computed in parallel, pretrainable
with simpler means.

We test our approach using acomplex cognitive task previously
performed inrats'. A simplified formalization of the task as a Markov
decision process (MDP) allows us to identify key qualitative features
of optimal behaviour in the task and the subtasks to include in the
kindergarten curriculum. kCL substantially improves learning speed
and performance compared with brute-force in-task training with
or without behavioural shaping. Importantly, its computational
strategies closely match animal behaviour, while other curricula’s do
not. While increasing the number of relevant kindergarten subtasks
increases both performance and the strength of this match, good
performance and adopting animal-like strategies are dissociable,
further demonstrating the importance of good inductive biases in
mimicking rats behaviour. Mechanistically, we find a diversity in
the types of dynamical system features present in well-trained net-
works (thatis, point attractors, saddles and line attractors), though
typically well-performing networks possess attractor dynamics for
latent states with strong beliefs and saddles for uncertain states
with semistable beliefs. This solution is qualitatively distinct from
high-performing networks not trained with kCL. Moreover, kCL yields
networks with richer dynamics, which can be exploited for learning
the target task.

Results

Behaving animals use inference in atemporal wagering task

To study the effects of curriculum learning on behaviour and neural
activity, we sought a task that is difficult for RNNs to learn from expe-
rience alone. Specifically, we investigated a temporal wagering task
performed by rats'’, where asimple, suboptimal strategy leads to rea-
sonable rewards, but optimal strategies require inference of latent
states over long timescales (Fig. 2a). Rats initiate trials by poking into
acentre port, thenthey hear anauditory tone, the frequency of which
denotes the volume of a water reward. Aside portis randomly chosen
astherewardedside oneachtrial, indicated by light. The probabilistic

reward (p = 0.8) arrives with a time delay drawn independently from
anexponential distribution p(t) = A~ exp(—t/1), where meanis2.5s.
If the rat chooses the other port before reward delivery, the trial is
terminated (an ‘opt-out’trial), and anew trial canbegin. The reward is
withheld onasubset oftrials (p = 0.2), termed ‘catch trials’, as areadout
of how longrats are willing to wait before exercising the opt-out choice.
There are five reward offers as well as a hidden block structure that is
not cuedtotherats (Fig. 2b). Each session starts with amixed block (all
offers), randomly followed by either a high (top three offers) or low
block (bottom three offers) and then deterministically alternating
between mixed and high/low blocks over the session. Importantly,
20 pl offers are presentin all blocks, allowing a direct measure of con-
text dependence.

Rat wait times during catch trials are sensitive to both the size of
the reward offer and the latent block structure (Fig. 2c). Animals wait
longer for larger offers and modulate their behaviour on the basis of
theblock. Inaddition, the difference in wait time for 20 pl offers when
comparing low versus high blocks with mixed blocks is asymmetric
(larger shifts for low blocks). To quantify behavioural sensitivity to
theblocks, we calculated the ratio of wait times for 20 pl offersin high
versus low blocks. Across a large population (V=291 animals), rats
modulate their wait times based on the block context (Fig. 2d). This
state-dependent behaviour relies on an inferential strategy, in which
ratsinfer the most likely state based on the current offer value and their
prior beliefs about the current reward block'*?°, which has distinct
behavioural signatures in particular after block transitions (Fig. 2e).
Indeed, regressing wait times against previous reward and block over
training shows that the block regressor increases with the same time
course as thebehavioural sensitivity to blocks, suggesting that contex-
tual sensitivity reflects learned knowledge of block structure (Fig. 2f).
Modeling of this inferential strategy predicts the probability of being
ineach block onatrial-by-trial basis (Fig. 2g).

Optimal task behaviour

Many rats exhibit linear sensitivity to log-reward offers and block-
dependent responses, which we seek to understand from an opti-
mal decision making perspective. While several formalizations are
possible, we chose to describe the task as an MDP, in which agents
must either wait for areward or opt out of the trial (Fig. 2h), similar to
ref. 21. In this formulation, the agents decide between ‘wait’ and
‘opt-out’ actions. Waiting either preserves the state or transitionstoa
terminal ‘hit’ state wherereward is delivered, with probability given by
the exponential delay distribution, p(¢t), and overall reward probability,
p.. Opting out deterministically ends the trial with a reward penalty
R,,, while the wait action has a time penalty k. This MDP formulation
treats the offered reward and time within trial as the state, which allows
for asimple closed-form solution describing optimal behaviour for an
agentwith perfect knowledge of the task statistics, where the optimal
wait time ¢ is log linear in the reward offer R,

t* = A(log[Rp,] — log[kA]). )]

In foraging theory, where agents aim to maximize their reward rates,
time penalties are often related to the opportunity cost or the average
reward rate of the environment; thus, the wait-time decisions should
incorporate the value of potential rewards missed out on by continuing
to wait??, In our MDP formulation, this implies

k=pAt=E [R(B) ] , (2)

where pis the reward rate, At the time step size, R(B) thereward fora
givenblock Band the expectation is taken over the reward probability
for an offer in a specific environment, B. This approach identifies
qualitative features of optimal behaviours in this task: linear
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Fig. 2| Rodent behaviour in temporal wagering task. a, The temporal wagering
task. The rats wait for known reward offers conveyed by an auditory tone but with
anuncertain reward delay. The rats may choose to wait for reward at illuminated
side port until water arrives or poke into the other port to terminate the trial.

b, Thelatent block structure of task that is uncued to rats. After every 40
successful trials, a transition between mixed blocks (purple) containing all
potential reward offers and blocks with asubset of the highest (red) or lowest
(low) offers. ¢, The example mean wait time behaviour on catch trials, where the
reward is withheld for a single rat. The error bars denote the standard error of the
mean (s.e.m.) over trials. d, The distribution of wait time ratios of high versus low
for 20 ploffers on catch trials. ***P = 8.26 x 10™*, two-sided Wilcoxon signed-rank
test. The histogram includes rats with significantly different wait-time ratios
(shaded, P<0.05, rank-sum test) and insignificant wait-time ratios (unshaded,
P>0.05, rank-sum test). e, The trial-by-trial changes in wait times across a block
transition, averaged over rats; the error bars mark the s.e.m., and the colours
reflect transitions from either a high (red) or low (block) block into a mix block,

Offered reward

aligned to firstincongruent trial that violates possible offers in the current

block (for example, a 40-pl offer after beingin alow block). f, The time course

of the mean wait-time ratio (top) and mean regression coefficient for blockina
linear regression of wait time (bottom) for catch trials. Left: the first 20 sessions
after the block structure isintroduced in the task. Right: the last 20 sessions of
training. g, The predicted block probabilities of a Bayes-optimal model of the
task. The background colours denote the true block. h, The MDP formalization
of the task, showing states (boxes), state-transfer probabilities p and rewards
rfor each state-action pair. The rewards arrive within each trial on the basis of the
delay distribution p(t), incur atime penalty k at each time step, as well as penalty
R, for opting out. i, Left: the MDP-defined optimal wait times for three different
wait time penalties. Right: the wait times for all wait time penalties. The coloured
boxes denote k for optimal wait times in the left plot. The grey region denotes the
negative wait time. Ind-f, the mean s over rats (V= 291), and the error barsin e-f
mark thes.e.m.

sensitivity to log-offer, with a bias to wait longer in reward-sparse envi-
ronments (Fig. 2i),anasymmetry in the sensitivity of wait times to high
versus low blocks, as well as faster wait times with lower reward prob-
abilities (see Supplementary Information for derivations and further
details). Importantly, rats display all of these hallmarks (Fig. 2c,d).

Deep meta-reinforcement learning agents mimic rat
behaviour

To study the impact of training on behavioural performance, we used
deep RNNs trained with meta-reinforcement learning (Fig. 3a, long
short-term memory (LSTM) architecture, all-to-all connected within
each module), which allows for dynamic behavioural adaptation and
has provided useful neural signatures in other tasks®. Our version
includesamodular architecture, withone moduleimplementing latent
state inference (‘inference’), analogous to regions such as the orbito-
frontal cortex®?, and asecond module responsible for actionselection
(‘policy’), loosely analogous to the striatum?

We trained RNN agents on a simplified variant of the temporal
wagering task (Fig. 3b). At every timepoint (At =50 ms), the agent
decides on the basis of its stochastic decision policy to either ‘wait’ or
‘opt out’ (abstracting away the trial by trial alternation in left versus

right reward ports), with stochastic intertrial intervals out of the
control of the agent. These changes preserve the core decision mak-
ing process and cleanly map to the MDP, while simplifying the RNN
architecture.

We used the MDP-derived expression for the Q value for waiting
duringthetrial, toidentify candidates for the kindergarten curriculum:

Q* (wait, ) = p,Re~ — kA (1 + Iog( k)f) /—i) —Ryo.  (3)

Inparticular, optimal behaviour requires knowledge of three key quanti-
ties (R, t, k), each of which point to aform of basic skill training. First, a
persistent representation of Rthroughout the trial can be encouraged
by working memory training (reportatransientinput seen many time
steps earlier). Second, knowledge of elapsed time within atrial, ¢, can be
developed using atemporal counting task (output aramp withslope1).
Finally, knowledge of the opportunity cost can come via either past
reward averaging, trained as anintegrator of stimulusinput or through
stateinference trained viaa classification task that reports latent states
based solely on stimulus information. We trained each of these through
separate learning objectives (Supplementary Fig. 1).
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Fig. 3| Deep meta-RL agents canlearn the temporal wagering task.

a, Aschematic of deep meta-RL architecture. An LSTM-based RNN contains

two modules, an inference layer that predicts latent task states and a policy
layer that outputs decisions to wait or opt out of trials. The inputs include trial
stimulus information and previous reward and action history (used in meta-RL
to permit trial-by-trial learning). The policy module outputs the decision policy,
m,, and value function, V.. The additional outputs o, for kindergarten tasks are
used for pretraining and in-task regularization. Moreover, py, outputs from
theinference module to the policy module are trained to infer the current block.
b, The simplified temporal wagering tasks for RNN agents. ¢, The RNN training
protocol, referred to as kindergarten + shaping curriculum learning (CL). Top:
kindergarten supervised learning tasks outside the context of the temporal
wagering task are performed first, followed by progressively harder variants of
the target wait-time task that mimics the shaping procedure performed in rats.
Bottom: the normative set of kindergarten tasks suggested from MDP solution
to the temporal wagering task (equation (3)): working memory, maintaining an
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internal estimate of time, integrating input stimuli and inferring the latent state.
d, The example mean wait time performance of an RNN agent. The error bars
denote the standard error of the mean (s.e.m.) over trials (N =10,000 trials).

e, Wait-time ratio of population of N=113 RNNs. The dark bars denote N = 46
RNNs trained with kindergarten + shaping CL, and the light bars denote other
networks with simpler CL strategies (that is, shaping-only CL and target-task CL
(see 'kCL supports near optimal task performance’). The dark grey arrow is the
mean of kindergarten + shaping CL population, and the light grey arrow is the
mean of entire population. ***P < 0.001. Kindergarten + shaping: P=1x107%; all
RNNs: P=3 %10, two-sided Wilcoxon signed-rank test. f, The RNN wait-time
dynamics, asin Fig. 2e. g, The wait-time ratio (top) and regression coefficient
forablockin aregression of wait time (bottom) over training (Methods).

Inf-g, the results are the average over RNNs trained with kindergarten + shaping
CL(N=46),and the error bars are the s.e.m over networks. h, p,, during the
temporal wagering task for network ind. The same colour convention as Fig. 2g.

After kindergarten (modelling pre-existing cognitive capaci-
ties that the animals bring with them to the experiment), we used the
behavioural shaping protocol employed in rats: (1) an easy version of
the wait-time task with deterministic rewards and no block structure
first, followed by (2) introduction of stochastic rewards and finally (3)
introduction of the blocks in the target wait-time task. This ‘shaping’
phase uses anadapted version of the meta-reinforcement learning loss
from?*, with auxiliary losses corresponding to the kindergarten tasks
(Fig. 3c, top, and Methods).

RNNsundergoing the complete training (‘kindergarten+shaping’
or ‘full kindergarten’) successfully learned to perform the temporal
wagering task, exhibiting behavioural wait times on catch trials that
resembled rat behaviour: the agents waited longer for larger offers,
with wait times sensitive to the hidden block structure (Fig. 3d), with
accurateblockinference (Figs.2g and 3h). These RNNs had strong block
sensitivity across the population, as quantified by the wait-timeratio,
whereas RNNs without full training generally failed to become sensi-
tive tothe blocks or did soinamannerinconsistent with rat behaviour
(Fig. 3e). Finally, when comparing the time course of the wait time
ratio and block sensitivity over training, we found that RNNs displayed
similarlearning dynamics to rats (Fig. 3g). The RNNs start with no block
sensitivity, but over training wait times for 20 pl, offers become dif-
ferent across blocks, suggesting that knowledge of block structure is
driving the difference in wait times, asin the rats (Fig. 2f). In summary,
deep meta-reinforcement learning agents trained with kindergarten
tasks and animal-like behavioural shaping display qualitative behaviour
similar to rats, have similar inferential strategies and learn to become

sensitive to latent structure that varies onlong timescales in the same
manner as animals.

kCL supports near optimal task performance

To determine the extenttowhichastructured curriculumwas necessary
for effective learning in the task, we investigated a family of curriculum
learning sequences, varying the tasks in the kindergarten curriculum
and their hyperparameters, with or without behavioural shaping. We
first compared the performance of networks trained with both kinder-
garten and shaping to agents that experience the shaping procedure
alone (Fig.4a, orange) and directly training on the target task without
any pretraining (Fig. 4a, red). In both cases, we allowed each procedure
toundergo at least the same amount and often much longer total train-
ing (number of epochs) as kCL. We found thatincluding kindergarten
training outperformed both these alternatives (Fig. 4b—c) and lead to
systematic differences in network behaviour (Fig. 4d). When training on
the target task alone, networks adopted asimple, suboptimal strategy,
where agents simply wait until atimeout penalty occurs, leading to alow
sensitivity to both reward offer and context and opt-out rates below the
true catch probability of the task (Supplementary Fig. 2a). Introducing
shaping can lead to some mild sensitivity to the reward offer, though
notnearly as strong as whenalso including kindergarten tasks. In addi-
tion, these agents did not learn to opt out as frequently. Importantly,
the wait-time ratio in the shaping-only networks was reversed when
compared with rats and kindergarten + shaping curriculumlearning,
meaning that these networks waitlonger for 20 plin high blocks, which
issuboptimalaccordingto the MDP. Overall, including kCL with shaping
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Fig. 4 | Performance of pretraining methods on the temporal wagering
task. a, A schematic of pretraining methods, separated by kindergarten and
shaping phases. The ‘kindergarten + shaping’ curriculum first trains on out-
of-context supervised learning tasks (that is, kindergarten tasks), followed

by the final stages of behavioural shaping that occur in rat training;: first
training on deterministic rewards in mixed blocks only (‘no-catch’ training),
then mixed-block trials with stochastic rewards (‘catch’ training). Finally, the
blocks areintroduced (‘block’ training) (Supplementary Fig.1). The ‘shaping’
curriculum omits kindergarten tasks and ‘target task’ only trains on the target
task with the block structure. b, The average reward rate over training for each
method. ¢, The reward at the end of the training stage, corresponding to the
coloured arrowsinb. The coloured dots denote the reward rate from each RNN
(**kindergarten + shaping versus shaping: P=1x107; kindergarten + shaping
versus no shaping: P=5 x 10, two-sided rank-sum test). d, The evolution

of different behavioural features over training. Left: the reward sensitivity
coefficientis the slope of alinear fit to the wait time versus the log of the reward
offer. Middle: the wait-time ratio compares the average wait times for a20 pl
offer in high versus low blocks, optimally <1under the MDP formulation.

Right: the opt-out rates reflect the proportion of trials that an agent choses

the opt-out option, compared with the catch probability (black line). For each
insetind, the t-tests at the end of training comparing kindergarten + shaping to
other curriculum learning sequences were significantly different (P << 0.001).
Shaping: reward sensitivity: P=3 x 107%; wait-time ratio: P= 3 x 107; opt-out rate:
P=9 x107* Target task: reward sensitivity: P=1x 107; wait-time ratio: P=1x1075%;
opt-out rate: P=5 x107?). b-d show the mean responses, with the shading
denotingthe standard error of the mean over networks (kindergarten + shaping;:
N=45;shaping: N =45; target task: N=18).

isimportant to replicate qualitative patterns of behaviour that are
consistent with the optimal strategy and rats.

The structure of the kindergarten curriculum matters
Having confirmed that the MDP-derived kindergarten curriculum is
effective, we can now ask whether pretraining on all of the tasks was
actually required or if training on simpler curricula would have worked
justaswell. Asthe space of options is combinatorially large, we chose to
focus onthe nature and number of tasks included in the kindergarten
curriculum, with considerations such as task ordering and hyperparam-
eter choices briefly explored in Supplementary Fig. 2. In all cases, we
trained the networks for at least as much as the full set of four kinder-
garten tasks, to balance the total amount of parameter updating that
could be performed. First, we asked if individual kindergartentasks can
achieve high-quality solutions on their own when paired with shaping.
We found that single task kindergarten generally underperformed in
terms of final reward rates compared to ‘full kindergarten’ (Fig. 5a, top)
and also failed to captureits qualitative behaviour (Fig. 5a, bottom). A
noteworthy exception was the memory task, whichachieved equivalent
reward rates. Behaviourally, the working-memory-only solution had
comparable reward sensitivity and opt-out rates but showed signifi-
cantly weaker context sensitivity, pointing to potential differences in
the computational strategy adopted to solve the task, even among
high-performingsolutions. By contrast, the inference task allowed for
good context sensitivity and weaker offer sensitivity.

Wereasoned thatadding more kindergarten tasks might have addi-
tive effects for behavioural matching and so we studied the effect of
having two or three tasks as part of KCL (Fig. 5b). In particular, since the

memory-only curriculumyielded offer sensitivity, and inference-only
curriculum yielded good context sensitivity, we hypothesized that
using them together might result in the desired task behaviour and high
reward rates. We used these two tasks as the base pair, then optionally
added a third task. All combinations retained high reward rates, but
behaviourally, the solutions mapped to distinct strategies, with weaker
reward sensitivity and a broad range of context sensitivity (including
the suboptimal reverse context sensitivity, Fig. 2d). Adding in a third
task got closer but could not fully recapitulate the behaviour of full kCL.
Collectively, these results demonstrate that the content of the curricu-
lum can measurably affect behavioural strategy, despite comparable
task performance, and that the richer the (relevant) subcomputations,
the closer the trained solution is to animal behaviour.

Would pretraining ontasks not part of the MDP solution also work
by virtue of introducing task variability in training? To test this, we
used a delay-to-non-match task?° (Fig. 5¢), which requires an agent
toreportiftwo presented stimuli that are lagged in time are the same
(amatch) or different (a non-match). We chose this task because it
feasibly replaces the classification and working memory components
learned in kCL while the essential inference component is missing. We
studied two versions of such pretraining: using delay-to-non-match
alone oradditionally including the counting and stimulus integration
tasks. Bothunderperformed compared with the original kCL and also
displayed quite different behaviour.

Since kindergarten tasks play dual roles in training, we asked
whether the benefits of kCL came from pretraining or in-task regu-
larization (Fig. 5d). Specifically, we used the full set of kindergarten
tasks but only as regularizers during in-task training (no pretraining
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yellow; reward rate: P=2 x107%; reward sensitivity: P=1x 10™°; wait-time

ratio: P=7 x107; opt-out rate: P=4 x 10%). d2m + counting + inference

(N=9, turquoise; reward rate: P= 0.009; reward sensitivity: P= 6 x107%;
wait-timeratio: P=9 x 107; opt-out rate: P= 7 x 10%). d, Regularization-only
training performs multitask learning with kindergarten tasks, without any
curriculum learning (CL) pretraining or shaping (N =9, red; reward rate:
P=0.001; reward sensitivity: P=3 x 107%; wait-time ratio: P= 7 x 10~5; opt-out
rate: P=0.02). a-d shows the set of results when altering the curriculumin
some form. Top: schematic of the manipulation. Large puzzle pieces denote a
kindergarten task, superscript version used for regularization. Middle: reward
rate over training (mean and standard error of the mean over networks). Bottom:
the distribution of behavioural metrics for each trained RNN. The stars mark
the population mean and the ellipses are two standard deviations. All statistics
compare full kindergarten, aka kindergarten + shaping (N = 45), versus other CL
type (two-sided rank-sum test for reward rates, two-sided t-tests for the rest).

or shaping). Suchregularization proved insufficient, and it could not
achieve high-quality solutions nor could it recreate the behaviours
seen in the animals, resembling solutions obtained from behavioural
shaping alone (Supplementary Fig. 3). We briefly studied a few addi-
tional dimensions of the curriculum structure. Manipulations of the
timescale of the inference task affected behaviour, with shortinference
timescales during pretraining failing to generate strong context sen-
sitivity (Supplementary Fig. 3b-e). This suggests that its value to the
curriculum may (at least partly) stem fromintroducing slow modesin
the RNN dynamics. The location of the harder-to-train inference task

inthe sequence of subtasks also influenced the quality of the solution,
consistent with the common prescription of learning simple tasks first.
Finally, we tried decreasing the hyperparameters’ similarity between
kindergarten tasks and target, while preserving the nature of the com-
putation (different offers for memory, alarger number of latent states
for inference) (Supplementary Fig. 2f). This discrepancy in the task
details alsomeantincorporating a separate output for inference, rather
thantyingit to theinference-to-policy module output. This kCL variant
stillleads to good context and wait-time sensitivity, although its solu-
tions had less linear offer sensitivity (Supplementary Fig. 2f-j). Overall,
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Fig. 6| Dynamical systems features of kCL-trained networks. a, Change in the
LSTM recurrent hidden-layer weights over training for kindergarten + shaping
curriculumlearning (CL) (Methods). b, Dynamical gradient flow field for the
inference layer of asample network. The background colour denotes regionin
which p,, Wwas >50% for that respective block (same colour convention asin
Figs.2and 3). The coloured curves denote the evolution of single-trial 20 pl offers
from different blocks in which the agent ultimately opted out. The dynamical
features are denoted in black (the line attractor in the high block, the saddlein
the mix block and the point attractor in the low block). ¢, The dynamics of the
policy layer along PC1but isolated to the timepoint just before opting out for

single trials from each block. The PC activity was labelled with i, on the x axis, and
the dynamics kinetic energy is plotted on alog scale on the y axis. d, The average
number of dynamical systems features over training. The shaded area shows

the standard error of the mean over networks. e, The cumulative distribution
function (CDF) of the number of dynamical systems features at the end of
training. A two-sided discrete Kolmogorov-Smirnov (KS) test compared the kCL
distribution at end of training to other CL distributions*’. ***P < 0.001. Shaping
inference layer: P=1x107*,shaping policy layer: P= 0.56. Memory CL inference
layer: P=3x10™, memory CL policy layer: P= 0.57. For kindergarten + shaping,

N =45, for shaping, N=45and for memory, N=18.

theseresults suggest that the best learningis achieved by pretraining on
kindergarten tasks that match the computational subelements of the
target task and that a precise statistical match between kindergarten
and target tasks is not strictly needed to see benefits from kCL.

kCL leads to distinct neural dynamics

Whatis the mechanism by which kCL helps target task training? Using
the overall magnitude of weight changes as a coarse measure of network
learning (Fig. 6a), we found network reorganization at the beginning of
each training phase but most substantially when learning to perform
inference of latent states. To determine how the network dynamics
changein more functional terms across the training stages, we focused
on the dynamical systems structure of the solution, determined by
‘slow points’. Such slow dynamical systems features (for example, point
attractors, saddles and line attractors) provide a natural mechanism
for maintenance and integration of information at long timescales™,
whichis critical for our task (reward offer within trials and opportunity
cost acrosstrials). Thus, identifying the computational strategy used
by anRNNtosolve ourtask translates to determining the number, type
and geometry of its slow points®.

First, weinvestigated maintenance and updating of latent beliefs
in the inference layer of kCL-trained networks (Methods) and found
that RNNs trained by kCL generally displayed acommon motifinvolv-
ingthree slow features (Fig. 6b): two stable features (fixed point or line
attractor) and a semistable feature (saddle) separating them. Among
networks that learned the taskin arat-like way, alarge proportion (20
of 29 RNNs) displayed this common motif. Conversely, the networks
that did not learn arat-like strategy did not display the same motif (14
of16). Partitioning the state space by most likely block according to the
RNN’s beliefs (the inference layer’s main output), we find three contigu-
ous subregions, with aslow feature in each (other rare motif's that still
provide good wait-time behaviour are documented in Supplementary
Fig. 4). The beliefs are updated by inputs from offers and rewards by

pushing the network state along the direction orthogonal to the block
boundaries (Supplementary Fig. 5). Importantly, stable featuresliein
areas of state space corresponding to low and high blocks, whereas the
semistable feature is consistently located in the mixed-block region.
The line or point attractors were equally likely in high blocks, but we
invariably found apoint attractor in the low-block region. This overall
dynamical systems structure was specific to networks trained by kCL
and almost never seen with shaping alone (2 of 47) or other curricula
(Supplementary Fig. 6a,b). Importantly, the three-feature motif was
not observedin RNNs withmemory-only pretraining, (Supplementary
Fig. 6¢,d), despite the matchin performance. This confirms the notion
thatdifferent training procedures bias learned solutions towards differ-
entcomputational strategies for performing the task. It also generates
testable predictions about the neural activity of brain regions thought
tosubserve inference (for example, orbitofrontal cortex).

The policy layer dynamics were also variable across RNNs but toa
lesser degree than the inference layer. We often found one to two slow
points, one of which was almost always a point attractor (41 of 45) and
the sole to be functionally relevant. When visualizing the location of
the fixed-point attractor along the first principal component (PC) of
policy layer activity (Fig. 6¢), we found that the location of the attractor
was block specific, yielding varying wait-time probabilities, and that
theirrelative location supported asymmetric wait time behaviour over
blocks (Fig.3d). Anecdotally, attractors did not change position across
blocks in other curricula, which makes another testable prediction
about a block-dependent shift of attractors within the manifold of
population activity in the striatum.

Since the structure of slow points reflects key aspects of task
computation, such as beliefs about blocks and associated wait times,
we wondered how these features may be constructed over the course
of training, in particular during kindergarten (Fig. 6d). We found that
kCL-trained networks started building slow dynamical featuresin early
stages and in particular during the inference kindergarten task. Once
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the temporal wagering task was introduced, some of these features
were pruned from the network’s dynamic repertoire, stabilizing into
the final motif described above. This expansion and then pruning
of dynamical features over training has been previously reported in
other tasks that rely on attractor-based dynamics*and mightreflecta
biologically relevant learning trait. Interestingly, while the policy layer
had similar numbers of dynamical features across learning procedures,
the total number of slow features in the inference layer was curriculum
specific, with kCL showing richer dynamics than suboptimal networks
trained just using shaping (Fig. 6e). In addition, the dynamics of kCL
were also higher dimensional compared with other protocols (Supple-
mentary Fig. 7). Overall, these results suggest that the benefits of kKCL
may stem from its ability to endow the network with richer dynamics
that can thenbe exploited when learning the target task.

Discussion

It has been long recognized that the ‘key to shaping is identifying the
essential subcomponents in a task’. Here, we argue that the same
insight can be used to build inductive biases that steer RNNs towards
learned solutions that are both computationally more efficientand a
closer match to animal behaviour.

While we found a common dynamical systems motif in many of
the well-performing networks, the exact geometry of the solution was
variable across networks and curricula, unlike the ‘universal’ dynamical
systems solutions found for simpler tasks, where all networks that do
well are dynamically isomorphic®**, Thus, the task complexity may
openinteresting avenues for exploring how across-animal behavioural
variability can be traced back to variability in neural dynamicsin related
brain regions. This is particularly important in our task, as we see is a
high degree of variability in wait-time behaviour among rats®.

Our approach traces its roots to not only behavioural shaping®*
but also classic curriculum learning and meta-learning. If the idea of
pretraining for RNNs is not new; previous work has focused on using
incremental training to expand the trainable temporal horizon of RNNs?
orasanassay touncover learning principles on tasks where behaviour
is difficult to analyse, but that could be optimally performed even
without curriculum learning®. It is also qualitatively different from
approaches that pretrain on human or animal behaviour directly in
a supervised manner***”, which we see as complementary. By con-
trast, a precise design of the curriculum was critical for our task. Our
approach also relates to forms of meta-learning used to account for
structure learning®, where invariant relationships in a task are stored
and reused for more efficient learning. While sharing its emphasis on
common computation that generalizes across tasks, kCLis distinctinits
emphasis on task compositionality and, in particular, indecomposing
the task into non-sequential subcomputations.

How well would our approach generalize to other tasks? The core
ideaistobreakthe target task into computational subelements, which
isalso reminescent of the decomposition of Q values into subtasks seen
in previously in a mouse navigation task®. An important note is that,
inour case, some of the computational elements need to be executed
in parallel. This contrasts to traditional views of compositionality
(inherited from hierarchical RL) where the goal is learning to stitch
together a sequence of operations*’. The choice of subtask here is
not ad hoc but relies on the availability of a simplified ideal observer
solution. Admittedly, a mathematically tractable approximation of
the task may not always be available or relevant, as animals can display
distinctly suboptimal behaviour in other tasks, such as sequential
biases and lapses*’. Nonetheless, it may be possible to intuit at least
some of the computational elements involved, in the kindergarten
sense. In particular, KCL pretraining targeted to improve the ability
to process information over long timescales is likely to benefit other
tasks with long temporal dependencies and sparse reward structure,
echoingthe idea that certain basic cognitive abilities might generally
support the learning of complex behaviour*>*>, More broadly, our

work argues that modelling complex cognitive tasksin RNNs requires
careful thinking about pre-existing knowledge that animals bring with
them to an experiment.

Methods

Animal subjects and behaviour

Behavioural procedures have been published in detail elsewhere”.
Briefly, a total of 291 Long-evans rats (184 male, 107 female) between
the ages of 6 and 24 months were used for this study (Rattus norvegi-
cus). The Long-evans cohort also included ADORA2A-Cre (N=10),
ChAT-Cre (N=2),DRD1-Cre (N=3) and TH-Cre (N=12). The animal use
procedures were approved by the New York University Animal Welfare
Committee (no.2021-1120) and carried out in accordance with National
Institutes of Health standards. The animals were water restricted to
motivate themto perform behavioural trials. From Monday to Friday,
they obtained water during behavioural training sessions, which were
typically 90 min per day, and asubsequent ad libitum period of 20 min.
Following training on Friday until mid-day Sunday, they received ad
libitum water. The rats were weighed daily. The rats were trained in a
high-throughput behavioural facility in the Constantinople lab using
a computerized training protocol. The rats were trained in operant
boxes with three nose poke ports. The left and right ports contained
speakers to generate audio tones and contained lick tubes to delivery
water reward. All ports contained aninternal light-emitting diode (LED)
lightinside the port.

AnLED illumination from the centre port indicated that the ani-
mal could initiate a trial by poking its nose in that port—upon trial
initiation, the centre LED turned off. While in the centre port, the rats
needed to maintain centre fixation for a duration drawn uniformly
from 0.8 to 1.2 s. During the fixation period, a tone played from both
speakers, the frequency of which indicated the volume of the offered
water reward for that trial (1,2, 4, 8 and 16 kHz, indicating 5,10, 20, 40,
80 plrewards). Following the fixation period, one of the two side LEDs
wasilluminated, indicating that the reward might be delivered at that
port; theside was randomly chosen on each trial. This event (side LED
ON) also initiated a variable and unpredictable delay period, which
was randomly drawn from an exponential distribution with mean of
2.5s. The reward port LED remained illuminated for the duration of
the delay period, and the rats were not required to maintain fixation
during this period, although they tended to fixate in the reward port.
Whenareward was available, the reward port LED turned off, and the
rats could collect the offered reward by nose poking inthat port. The
ratcouldalso choose to terminate the trial (opt out) at any time by nose
poking in the opposite, unilluminated side port, after which a tone
was played, and new trial would immediately begin. On a proportion
oftrials (15-25%), the delay period would only end if the rat opted out
(catch trials). If rats did not opt out within 100 s on catch trials, the
trial would terminate.

The trials were self-paced: after receiving their reward or opting
out, the rats were free to initiate another trial immediately. However,
if rats terminated centre fixation prematurely, they were penalized
with awhite noise sound and atimeout penalty (typically 2 s, although
adjusted toindividual animals). Following premature fixation breaks,
theratsreceived the same offered reward, to disincentivize premature
terminations for small volume offers. We introduced semiobserv-
able, hidden states in the task by including uncued blocks of trials
with varying reward statistics: high and low blocks, which offered the
highest three or lowest three rewards, respectively, and were inter-
spersed with mixed blocks, which offered all volumes. There was a
hierarchical structure to the blocks, such that high and low blocks
alternated after mixed blocks (for example, mixed-high-mixed-low
or mixed-low-mixed-high). The first block of each session was a mixed
block. The blocks transitioned after 40 successfully completed trials.
Because the rats prematurely broke fixation on a subset of trials, in
practice, the block durations were variable.
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Behavioural shaping. The shaping procedure was divided into eight
stages. For stage 1, therats learned to maintain anose pokeinthe centre
port, after which a 20 pl reward volume was delivered from arandom
illuminated side port with no delay. Initially, the rats needed to main-
taina 5 mscentre poke. The centre poke time wasincremented by 1 ms
following each successful trial until the centre poke time reached 1s,
after which the rat moved to stage 2.

Stages 2-5 progressively introduced the full set of reward vol-
umes and corresponding auditory cues. Therats continued toreceive
deterministic rewards with no delay after maintainingals centre poke.
Each stage added one additional reward that could be selected on
eachtrial—stage2added 40 pl, stage3added 5 pl, stage 4 added 80 pl
and stage 5added 10 pl. Each stage progressed after 400 successfully
completed trials. All subsequent stages used all five reward volumes.

Stage 6 introduced variable centre poke times, uniformly drawn
from 0.8 to 1.2 s. Moreover, stage 6 introduced deterministic reward
delays. Initially, the rewards were delivered after a 0.1 s delay, which was
incremented by 2 ms after each successful trial. After the rat reached
delays between 0.5 and 0.8 s, the reward delay was incremented by
5 msfollowing successful trials. Delays between 0.8 and 1 s were incre-
mented by 10 ms, and delays between1and 1.5 s were incremented by
25 ms. The rats progressed to stage 7 after reaching a reward delay
of1.5s.

In stage 7, the rats experienced variable delays, drawn from an
exponential distribution with mean of 2.5 s. Moreover, we introduced
catch trials (see ‘Animal subjects and behaviour’ section), with a
catch probability of 15%. Stage 7 terminated after 250 successfully
completed trials. Finally, stage 8 introduced the block structure. We
additionally increased the catch probably for the first 1,000 trials to
35%,toencourage the rats to learn that they could opt out of the trial.
After 1,000 completed trials, the catch probability was reduced to
15-20%. All the animal data in Fig. 2 were from training stage 8. The
conceptual changes that occurinstages 7and 8 were used in shaping
of the RNNs.

Behavioural analyses

Thebehavioural sessions fromthe rats required at least five catch trials
tobeincluded.Inaddition, the sessions were excludedifalinear regres-
sion of wait time did not have positive slope ina2-day moving-window
average or ifit lacked astatistically significant positive slope coefficient
for linear sensitivity on that day (F test, P < 0.05). Lastly, trials were
excludedifthe wait time was greater than two standard deviations from
the mean wait time. These criteria wereincluded primarily to exclude
trialsinwhich arat was disengaged during the task.

For analysis of wait time ratio and regression of wait time over
training, the data were aggregated over groups of two sessions either
atthebeginning of block training or the end of training (‘first sessions’
and ‘last sessions’, respectively, in Figs. 2f and 3g). The wait-time ratio
was calculated on these aggregated sessions, and a regression of wait
time with regressors for the current trial, one trial back and current
block were used to regress the wait time on that trial. For this, the wait
times for opt-out trials were z-scored, and an ordinal block was used
(Blow =1 Bnixea=2 and Bhigh =3).

The analysis of block transition dynamics followed from ref. 19.
The wait times on catch trials of each rat and RNN were first z-scored
separately for each volume, then the difference in these z-scored wait
times were calculated for each volume, relative to the average z-scored
wait time for that volume. This was calculated for each trial relative to
anincongruent trial following a block transition. The change in wait
time in Figs. 2e and 3f was an average of volume of these values. This
approach was used to control for reward volume effects.

Approximate Bayesian inference of block. The Bayesian observer
in Fig. 2g was calculated on the basis of methods from ref. 19. Briefly,
the posterior belief of block was calculated according to Bayes rule

P(R|B)P(B)

PR) &

P(BIR,) =

where B, is the block on trial £ and R, is the reward on trial ¢. The likeli-
hood P(R,|B,) is the probability of the reward for each block (1/5 for all
offers in mixed blocks and 1/3 or O for low and high blocks). The prior
P(B,) is approximated using a posterior from the last trial as

P(B,) ~ P(B(|Re1) = ) P(B|B1)P(Br1|R;1): )

By

where P(B,B,,) is referred to as the hazard rate, which incorporates
knowledge of the task structure, including the block length and block
transition probabilities. For example, for blocks of length H, the hazard
rate for low blocks would be

1-H, B, ;=Ilow
P(low |B;_;) = i H, B,; = mix , (6)
0, B._; = high

where H=1/40, to reflect the block length in this work. An extensive
explanation motivating the assumption of aflat hazard rateis provided
inref. 19.

Details of MDP and RL formulation of task

The decision process (Fig.2h) and RL task environment (Fig. 3b) were
modelled as a simplified form of the animal task, without any left/
right side choice information, requirement to perseverein the centre
portorrequired action toinitiate new trials. Formally, this was mod-
elled as an episodic MDP with two potential actions (Wait, OptOut).
Thestateateach pointinatrialis minimally defined as areward offer
R and time within a trial, t: S(R, t). The rewards are delivered proba-
bilistically on each trial with probability p, = 0.8. Within a trial, the
reward is delivered at atime that is drawn from an exponential delay
distribution p(¢) = 1~ exp(-t/A) (where the mean wait time A=2.55s).
At every time step before reward is delivered, the agent received a
smallreward penalty k=-0.05, and when the opt-out penalty action
ischosen, areward penalty R,, = -2.0is provided. The opt-out penalty
was used to discourage the suboptimal strategy of instantaneously
opting out. Rather than instantaneously award the reward offer or
opt-out penalty, the reward was instead evenly divided out across the
timebins of theintertrial interval (ITI). ITIs were drawn from a uniform
distribution from 50 ms to 1s. This form of ITI better mimicked the
experience in the rat task, in which animals were drinking water
throughout most the ITI. It also creates longer timescale dependen-
cies across trials, and receiving positive reward (rather than no
reward) during theITlimproves value function estimates across trials.
To avoid contaminating learning of the policies for Waitand OptOut,
we enforced a required waiting during the ITI (waitITI) action that
was given unit probability of occurring during the ITland zero during
the waiting epoch. We do not model violations in the RL formulation
of the task nor do we model the decision to begin new trials. These
reflect separate computational processes that are separate from the
core decision to wait or opt out.

Reward offers followed an alternating block structure, asin the rat
task, with random transitions. The same alternating block structure
was used, with sessions always beginning with a mixed block, and
thentransitioning into alow block. Note, in the rat task, there is equal
probability of high or low blocks being the second block, though this
difference is probably negligible to RNN behaviour. The blocks were
aminimum of 40 trials long, and after 40 trials, the block transitions
occurred probabilistically, drawn from a binomial distribution with
transition probability p = 0.5.
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Model architecture

TheRL agentis composed of atwo-layer network, each with 256 LSTM
units (Fig. 3a), with relevant gates, states and inputs denoted by () for
layerj. The computational LSTM unit of the network uses the following
gates to update the hidden states 4, and cell states c.:

i, = o(Wyx, + b + Wyh,_; + by) 7)

f, = o (Wi, + b+ Wiydhe_; + byy) (8)
0, = 0(WipX; + by + Wyohe_q + by,) 9)
g, = tanh (WX, + big + Wjgh,_; + byg) (10)
c.=f,0c_1+i, 08 11

h; = 0, ® tanh(c,), (12)

where ¢ is the elementwise Hadamard product and ¢ is a sigmoid
nonlinearity. S = [h'”, ¢ is a compact description of the activity
ofeachlayer, and successive states of the network are written here with
ashorthand S,,; = RNN(S,) or S,.; = RNN(-)[(S,)]. The network inputs x;
aremultidimensional and will generally consist of external task stimuli
Sqarc@Nd Sg, past time step rewardr,;, past time step action a,_;, outputs
fromthe network o,and states S,from earlier LSTM layers. s, =1and
sg = log(R) only at the start of the trial and are otherwise zero. By con-
trast, theremaining inputs caningeneral be non-zero and time-varying
over the course of an entire trial.

Specifically, the first layer (‘inference’ layer) receives inputs about
the task stimuli of trial start and reward offer, as well as the previous
reward and previous action: x(inference) = [s. . sp ., 1y, a1 ] The infer-
ence layer projectsontoathree-unitlinear projection head that outputs
the log-probability of each block 0% = log[pyjec.], as well asalinear
projection head for an auxiliary task that aims to output the average
reward withinatrial o'". The second layer (‘policy’ layer) receives log-
block probabilities from the inference layer as inputs, as well as the task
stimuli for trial start and reward offer: x®eY) = s, ;, sp., 0" °™]. The
policy layer outputs onto linear projection heads for the (1) policy m,,
(2) value of current state V,, (3) prediction of reward offer for a super-
vised memory task o™™ and (4) prediction of time within a task for a
supervised memory task o/"™. The policy mis a three-unit RNN with
a softmax nonlinearity, corresponding to probabilities for waiting
withinatrial (waitTrial), opting out of atrial (OptOut) or waitITIl. During
thetrial, the only allowed options are waitTrial and Optout, with waitITI
artificially set to low probability. During the the ITI period in which
rewardis delivered, the only optionis waitITl. The remaining projection
heads output scalar values.

Hiddenand cell states of the LSTMs were initialized with random
values drawn from a normal distribution (»(0,1)). The weight param-
eters of the model were initialized to small values, drawn from a uni-
formdistribution (u(-1/N,1/N), where Nis the number of hidden-layer
units). The states were reset at the end of each training epoch, where
a training epoch was over all data for kindergarten costs. The states
were reset every 160 trials during the temporal wagering task. This
reset corresponds to roughly the same timescale as progressing
through all three block types, though it is not exactly aligned with
block transitions.

Training

All RNN model training was conducted in PyTorch (v1.8.0, python
v3.9.5).Forall costs, the weights were updated using backpropagation
through time withan Adam minimizer. The hyperparameters for train-
ing are provided in the Supplementary Information.

Kindergarten training. Kindergarten tasks were composed of super-
vised learning tasks: memory, counting, integration and inference
tasks. The memory, counting and integration tasks were trained using
supervised learning of amean-squared error loss, where RNN outputs
o, were trained to match a target output z,.. The memory task trained
the network to output the initial reward offer throughout the duration
ofatrial (0, = Sgo). The counting task trained networks to count time
elapsed withinatrial (0., = t). Theintegration task trained networks
to calculate arunning average of the ‘previous reward’ stimulus input
(0 arg =1/t Zg r._p. Theinference task trained networks on a classifica-
tion task using cross-entropy loss to categorize the latent block on the
basis of reward offer.

These tasks used similar input and trial time statistics as the tar-
get temporal wagering task. Trial durations were on the same order
of magnitude as the target task, and the inputs to the RNN used the
same five target values as the log-reward offer stimulusinputinthe RL
task. Thetargetintheintegration task was based off of typical rewards
received fromtrialsin the wait-time task. Importantly, while theinput
statistics were similar to the target task, these kindergarten tasks are
supervised learning objectives in which the actions of the RL agent
have no bearing. They are fundamentally a different class of learning
than the final RL-based task.

We devised a cumulative curriculum for pretraining on the four
tasks by introducingtasksinto training, one atatime and adding onto
previous tasks (Supplementary Fig. 1). We first introduced simple,
single-trial variants in order of memory, counting and integration
tasks (simplekindergarten). We thenincreased the complexity of these
tasks by extending to multiple trialsina training batch but continuing
totrainonthe three tasks simultaneously (hard kindergarten). Finally,
weadded in theinferencetask (inference kindergarten). We chose this
ordering such that the successive tasks took more training time than
previous ones.

Thelosses for each stage of kindergarten are described as

T 2
Lsimple = Eﬁmem(ogmem) —ngem))
t

(13)
2 . . 2
+ﬂcount(ofcount) _zgcount)> +ﬁint<0£mt) _ zg:m)) ,
ul ¢
Lhard = Z Lsi”rgple’ (14)
m=1

where o is the output signals from the RNN and 2" iis the target out-
puts. 0" comes from the inference layer, and 0/"*™ and 0“**"” come
fromthe policy layer. t denotes time withinasingle trial,and m denotes
the trial number. Training data for simple kindergarten was performed
in a single batch, with 20 time steps of data per sample, (T=1s,
At=0.05),and abatchsize 0of1,000 samples. Aweight update occurred
after every epoch over the data and stopped when performance did
notimprove over 30 epochs. The second stage of kindergarten training
(hard) simply expanded the time horizon of simple kindergarten,
which optimized with target values from a single trial, m, to include
multiple trials. We used M =10 trials per sample, with variable trial
times drawn from a uniform distribution betweenland S5 s. The train-
ing datawere again asingle batch, with abatch size 0f1,000. To main-
tain a single batch of data with the same amount of data per sample,
eachsample used tentrials of the same durations butinrandomorder
for each sample. A weight update was performed after each epoch
over the data and completed after a threshold of £;,,4 < 0.001 was
reached oruntil10,000 epochs were performed. Rather than process-
ing each contribution to the loss cumulatively as in simple kinder-
garten, all three costs were simultaneously optimized in hard
kindergarten.
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Following training on simple and hard kindergarten, which were
tasks with squared error losses, the final stage of kindergarten (infer-
ence) was performed. Formally, this required the outputs of the infer-
ence layer head, p,,;,« to minimize a cross-entropy categorization loss
atevery timepoint,

Linf = = ;[/('") log [P:,’,’:,)ck,t] ; @as)

where I is an indicator function for the true block on each trial, m,
taking the value /' =1 for the true block type and O for the remaining
block types. This final stage of kindergarten cumulatively optimized
inference and the earlier kindergarten tasks

Liind = Bhard Lhard + BintLinf> (16)

where B,,.« =1.0 and ;s = 0.5during kindergarten pretraining.

The sham delay-to-non-match task used an augmented RNN with
two additional inputs to the inference layer, as well as an additional
output fromthe policy layer. The two inputs were chosen from the the
potential offers provided during the task ([5,10, 20, 40, 801), and there
was a temporal delay between the two offers drawn from a uniform
distribution 1(0.05s,5s). There was equal probability of both inputs
being the same or different on each trial. As with the other supervised
learningtasks, the trials were batched. The goal of the the agent was to
output ‘match’ (1) if the two inputs matched, ‘non-match’ (2) if they
were differentand ‘no cue’ (0) otherwise. The task was optimized using
across-entropy loss asin equation (15).

For the variations of the curriculum studied in Fig. 5, the order-
ing of tasks also proceeded as performing kindergarten tasks first,
followed by shaping and then the target task. Any task used in the
pretraining stages was also used as a regularizer in during target task
training, and all others were omitted as regularizers. The only exception
wasthe ‘regularization-only’ curriculuminFig. 5d. The ordering of kin-
dergarten tasks proceeded as performing mean-squared-error-based
kindergarten tasks (memory, counting and integration) before the
inference task. One exception was the ‘inference first’ curriculum in
Supplementary Fig. 2b-e.

Deep meta-RL loss. Following previous work?*, the temporal wager-
ing task described above was optimized with a deep meta-learning
framework that optimized an actor-critic loss that was regularized
with an entropy loss to encourage exploration, as well as the full kin-
dergartenloss,

L= E _ﬁactor lOg(”t) [Gt - V(St)] + ﬁcritic[Gt - V(St)]z
t

17)
= Bum 10g(m;) + Lignds
where G, is the empirical, total discounted future reward
G, =r;+VYGpy1. (18)

This Actor Critic approach trains networks to generate optimal deci-
sion policies m,and value function estimates V,but does soinaway that
allows trial-by-trial learning to occur through persistent dynamical
activity, asopposed to continual parameter updating of the connection
weights between units. The key architectural ingredient of teaching
this network to generate aninternal RL procedure viaits dynamics (the
‘meta’ component) is to provide the network with explicit feedback
about the past action taken and last reward received™. In our two-layer
architecture, this feedback is provided only to the inference layer.

Network analyses

Todetermine which phases of training created large structural changes
inthe network, we calculated the change in weights AW over training.
Specifically, we investigated the squared L2 norm of the difference of

a concatenated recurrent weight matrix W= [W,, W, W),, Wy] over
training. Different phases of training had different learning rates, so
to meaningfully compare the magnitude of changes over training, we
sampled the network at different rates across training, proportional
to their learning rates. Intuitively, this means we sampled training
phases less frequently when only small parameter updates were pos-
sible (smaller learning rate) and conversely sampled more frequently
intraining epochs where large parameter updates were possible (larger
learning rate). Specifically, the change || AW||*in each stage is given by

| AWSII7 =1l Wy, — WGll7, 19)
01
N, = Ok (20)

N, isthe number of gradient steps between samples of network weights
and was empirically chosen on the basis of the relative learning rates
ain each stage. For simple kindergarten, hard kindergarten and the
temporal wagering task, a®=1x10"* (N=1,000 steps). For the infer-
ence stage of kindergarten, a'© = 0.005 (N =2 steps). The wait-time
task has variable numbers of gradient steps across trials, but empiri-
cally, we observed that 1,000 gradient steps spanned approximately
10,000 trials. Thus, we sampled the network every 10,000 trials for the
temporal wagering task.

Reduced dynamics flow fields

A low-dimensional manifold of activity was found by performing a
principle componentanalysis (PCA) on S® from asession of 1,000 trials
from the temporal wagering task. A PCA was performed separately
for each layer of the network to give a reduced set of activity
P = [s© — §01mM®, where M are the principal components, and $?is
the mean activity of network in layer i, respectively. Networks trained
with full KCL had ~90% variance explained in the first two to three
principal components. Thus, we visualized the dynamics in a
two-dimensional space; however, an analysis of the low-dimensional
dynamics was always performed in the N-dimensional space that cap-
tured atleast 90% variance.

Dynamical flow fields reflect the instantaneous change of the
network state over time, due to network activity. We approximate this
temporal gradient with an empirical difference F, across successive
states as

— ast S[+l - S[ —
Se= ot At T Fe @
. (RNNO = DIS] 22

At

The operator RNN(-) denotes propagating the state S,by one time step,
and [ is theidentity operator.

The flow field for behaviourally relevant low-dimensional dynam-
icsinaPCspaceisequivalently calculated by first projecting back into
neural activity space with aninverse PCA transform, calculating F,, then
projecting this gradient back into PC space. Assuming S® = 0 for sim-
plicity, this dynamical gradient F,, is given by

. AP, P, -P
Ptsa—ttz ‘“M L = Fpey, (23)
RNN() =D [P.MT|M
(RNN(-) =) [PMT] _ 24)

PCt = At

In practice, single-trial trajectories in these two dimensions tended
to follow the flow fields of then two-dimensional dynamics quite well
andservedasasufficient space to analyse aspects of the dynamics that
directly contribute to behaviour.
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Dynamics are only well defined for static inputs. For each layer,
the inputs used the wait-time epoch used in Fig. 6 are xinference) —
[Sstarce = 0,8pe = 0,711 = —k, @,y = 0] and xPohY =[5\ =0, sp, =0,
opiock]- TO calculate the reduced dynamics for the policy layer with a
staticinput, we chose 0, vValues the corresponded to the block prob-
ability estimates output from the RNN during characteristic opt-out
trials from each block, just before the RNN opted out.

Linearized dynamics
The dynamics of an RNN are in general nonlinear and can be approxi-
mated by a Taylor series expansion around the fixed-point S, as

. LT 1 .
Sem VIS.T'|_ (8:=S0)+ 5, —SO)TVZ[Sz]‘so(Sr ~Sy)+ hot., (25
0

where h.o.t. means higher order terms. Analysis of the linearized
dynamics matrix J = V[S,];; = 0S;/0S ;(that s, Jacobian of the temporal
gradient) provides acompact description of the underlying dynamical
system driving behaviour. The Jacobian for an LSTM only requires
derivatives with respect to the cell state and hidden state. We again
approximate the temporal gradient with an empirical difference and
calculate theJacobian/as

< .7 T oF, OF,
VIS, ~ V[F,] E_/:(a—h[,a—ct) 6)
Oy Ohen
_ 1| on ac, @7)
CAf| gew e g [
oh, ac,

where we have used the fact that S,,; = RNN(-)[(S,)]. The Jacobian can
be written more compactly as

j_l<h;_" hl )
AL\ oI -1

We found that the Jacobian was typically non-normal (that is, when
JT#J")), sowe characterized the linearized dynamics by their spectral
propertiesby using the Schur decomposition/= WT (ref. 44). The Schur
decompositionisanalogousto astandard eigenvalue decomposition
butreturns orthogonal modes, even for non-normal matrices. We char-
acterized fixed points of the dynamics by the eigenvalues of / (diag(7))
and the Schur modes W. Additional details for the linearization canbe
found in the Supplementary Information.

(28)

Locating and classifying dynamical fixed points

Analysis of the dynamics for each network numerically located fixed
points (F,or F*9 = 0), as well as ‘slow points’, where the dynamics con-
tained local minima, but F* > 0. These points were located through
aminimization of the kinetic energy of the system, where kineticenergy
isdefined by

L F? (29)

KE = 2 pCt

To locate the fixed points in the behaviourally relevant subspace of
RNN activity, we constrained the minimization of kinetic energy F*©
in the top dimensions that explained at least 90% of variance. Thus,
we searched for kinetic energy minima on the N-dimensional PCA
manifold. While a fully unconstrained minimization would identify
all of the fixed points of the RNN dynamics, constraining to PC space
restricts our analysis to the network dynamics driving behaviour.
To choose initial conditions to the minimization, we used a uniform
sampling for 50 points per dimension when N=1or N=2. For higher

dimensionality, to avoid exponential scaling issues we used a biased
grid search proportionalto total variance explained by each dimension.
The same dataand network inputs for calculating flow fields were used
to calculate kinetic energy.

Once minima were located, a clustering procedure (DBSCAN,
scipy.clustering.DBSCAN) was performed to determine the effective
number of fixed and slow points, as well as remove any outliers. The
hyperparameters were min_samples =10 and epsilon. Epsilon was
chosenindividually for each network, as 1% of the range of support of
PClactivity. The fixed points were defined as identified minima where
KE <1x107*. All other minima were termed ‘slow points’. The network
dynamics were thenlinearized at the identified fixed and slow points,
thenaSchur decomposition was performed ontheJacobiantoretrieve
the eigenvalues and Schur modes of the system. The dynamical systems
features were categorized in the top two dimensions of PC space. Based
ontheir eigenvalues A, and A, found by the Schur decompositions, we
used the following scheme:

* 1,<0.999,1,<0.999: point attractor

«  1,€[0.999,1.001] and A, <1.001: stable line/plane attractor
«  1,€[0.999,1.001] and A, >1.001: unstable line

*  1,<0.999 and A,>1.001: saddle point

To characterize the dynamics across RNNs, we identified a ‘com-
mon motif’in the dynamics of the inference layer if the following fea-
tures were observed: the dynamics contain a stabilizing feature (point
or line attractor) in high and low-block regions of state space, as well
asanunstable feature (typically asaddle) in the mixed-block region of
state space.Inaddition, atwo-dimensional PC space needed to contain
three discrete and continuous regions of block confidence, assessed
using oy, The networks were considered to have ‘rat-like’ strategies
ifthey possessed linear sensitivity to reward offers, as well sensitivity
to block context for all blocks in the same ordering as rats (longer
wait times in low blocks). The flow field visualization was performed
in Matlab (R2023b).

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

The rat behavioural data and the statistical model of behaviour
are detailed in ref. 19 and are available via Zenodo at https://doi.
org/10.5281/zenodo.10031483 (ref. 45). The data used to generate
figures in this manuscript, as well as a repository of pretrained RNN
model files for different curriculum learning strategies, are available
viaZenodo at https://doi.org/10.5281/zenod0.14907819 (ref. 46).

Code availability

The data were analysed with code written in Python (Python v3.9.5,
Pytorch v1.8.0), as well as Matlab (v2023b). The code used to train
RNNs, analyse data and generate figures is available at GitHub via
https://github.com/Savin-Lab-Code/kind_cl (ref. 47) and as CodeOcean
capsule®®,
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Statistics

For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

/a | Confirmed

=

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement
A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

XO O X

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient)
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

OO0 X X OXK X OKX

XXX O O

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection  No data collection involved.

Data analysis Data was analyzed with code written in Python (Python v 3.9.5, Pytorch v 1.11.0), as well as Matlab (v2023b). This code is publicly available at
https:// github.com/Savin-Lab-Code/kind_cl. This information has been included in the Data and Code Availability section of the paper.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data

Policy information about availability of data
All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:

- Accession codes, unique identifiers, or web links for publicly available datasets
- A description of any restrictions on data availability

- For clinical datasets or third party data, please ensure that the statement adheres to our policy

Rat behavioral data published in Mah et al Nature Communications 2023 is publicly available on Zenodo at https://zenodo.org/records/10031483. The data used to generate figures in this manuscript,
as well as a repository of pretrained RNN model files for different curriculum learning strategies, is available at a separate Zenodo database: https://zenodo.org/records/14907819 . This information
has been included in the Data Availability section of the paper.
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Human research participants

Policy information about studies involving human research participants and Sex and Gender in Research.

Reporting on sex and gender N/A
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Population characteristics N/A
Recruitment N/A
Ethics oversight N/A

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Field-specific reporting

Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

& Life sciences D Behavioural & social sciences D Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

Sample size Rat behavioral data from the previosuly published dataset (Mah et al, Nat. Comm 2023) included N=291 rats to capture as much behavioral
variability as possible across a large population of rats.

We trained N=46 networks with full curriculum learning, as well as N=50 networks of partial curriculum, and N=50 networks with no
curriculum learning. Additionally, we simulated N=10 networks with a sham form of kindergarten curriculum learning that included a delay-to-
non-match task. We simulated from this large size of networks to obtain as much variability as possible in network activity, while also
balancing computational resources required to train deep RL models.

Data exclusions Rat behavioral data has behavioral sessions excluded where wait time and log(reward) were not linearly related, for at least 2 consecutive
sessions. Wait times were removed on a session-by-session basis if they were greater than 2 standard deviations above the mean. Finally,
sessions were excluded if they contained less than 5 catch trials. These restrictions were used to remove data in which the rat was not
engaged int he task

RNNs used the same exclusion criteria in replicating behavioral analyses (Fig 3 e,f). Such criteria are not generally necessary for RNNs though,
as they do not become disengaged in the task. In order to perform time warping, analysis of linearized dynamics in Fig. 4 excluded trials if they
had wait times less then 5 time points (250ms), or ITI of less than 4 time points (400 ms).

Replication All rats received the same training protocol. Where applicable, plotted data from individual rats that were representative of the
population. Sets of RNNs received the same curriculum learning of tasks, with the same hyperparameters in all cases.
The structure of the tasks were the same for each RNN, but random seeds that set the initial RNN weights, and ordering of
trials within each training stage were different for each RNN. These seeds are included as explicit input parameters to the
simulation, to allow for replication of results. Replication of RNN results from a given seed was used only for internal purposes,
to check code integrity. All of these internal replication checks were sucessful.

Rand q q The number of random RNN seeds varied for each curriculum studied, ranging from 10-50 random seeds. The number of random seeds is reported in each
andomization  relevant figure caption (Figs 3-6)

Blinding A human researcher classified the "shaping only" dynamics to classify the number and type of fixed point in each network. This researcher was
not cued to the common motif located in "kindergarten + shaping" dynamics (e.g. Fig 5), so as not to skew their analysis when comparing
across curriculum types.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.
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Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in
Research

Laboratory animals Long-evans rats (184 male, 107 female) between ages of 6 and 24 months were used for this study (Rattus norvegicus)
Wild animals This study did not involve wild animals.
Reporting on sex Data was collected for both male and female rats.

Field-collected samples  This study did not contain samples collected from the field.

Ethics oversight Animal use procedures were approved by the New York University Animal Welfare Committee (UAWC #2021-1120) and carried out
in accordance with National Institutes of Health standards.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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