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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.



vi Foreword

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2024 Constantine Stephanidis
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Preface

The 18th International Conference on Universal Access in Human-Computer Interac-
tion (UAHCI 2024), an affiliated conference of the HCI International (HCII) conference,
provided an established international forum for the exchange and dissemination of sci-
entific information on theoretical, methodological, and empirical research that addresses
all issues related to the attainment of universal access in the development of interactive
software. It comprehensively addressed accessibility and quality of interaction in the
user interface development life-cycle from a multidisciplinary perspective, taking into
account dimensions of diversity, such as functional limitations, age, culture, background
knowledge, etc., in the target user population, as well as various dimensions of diver-
sity which affect the context of use and the technological platform and arise from the
emergence of mobile, wearable, ubiquitous, and intelligent devices and technologies.

UAHCI 2024 aimed to help, promote, and encourage research by providing a forum
for interaction and exchanges among researchers, academics, and practitioners in the
field. The conference welcomed papers on the design, development, evaluation, use, and
impact of user interfaces, as well as standardization, policy, and other non-technological
issues that facilitate and promote universal access.

Universal access is not a new topic in the field of human-computer interaction and
information technology. Yet, in the new interaction environment shaped by current tech-
nological advancements, it becomes of prominent importance to ensure that individuals
have access to interactive products and services that span a wide variety of everyday
life domains and are used in fundamental human activities. The papers accepted to this
year’s UAHCI conference present research, methods, and practices addressing univer-
sal access issues related to user experience and interaction, and approaches targeted to
provide appropriate interaction means to individuals with specific disabilities, but also
issues related to extended reality – a prominent technological medium presenting novel
accessibility challenges, as well as advancements in learning and education.

Three volumes of the HCII 2024 proceedings are dedicated to this year’s edition of
theUAHCI conference. The first focuses on topics related toUser ExperienceDesign and
Evaluation for Universal Access, and AI for Universal Access. The second focuses on
topics related to Universal Access to Digital Services, Design for Cognitive Disabilities,
andUniversal Access toVirtual andAugmentedReality, while the third focuses on topics
related to Universal Access to Learning and Education, Universal Access to Health and
Wellbeing, and Universal Access to Information and Media.

Papers of these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the UAHCI Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support and efforts.

July 2024 Margherita Antona
Constantine Stephanidis
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Exploring the Need of Assistive
Technologies for People with Olfactory

Disorders
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and Roshan L. Peiris

School of Information, Rochester Institute of Technology, Rochester, NY 14623, USA
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Abstract. Olfactory disorders can significantly affect a human’s qual-
ity of life. We sought to investigate whether there are opportunities for
assistive technologies to support people with olfactory disorders in day-
to-day life. To achieve this goal, we surveyed 70 people with olfactory
disorders to understand their behaviors, experiences, technologies used,
and challenges with olfaction. We then conducted 10 follow-up interviews
to further discuss views on current technology for people with olfactory
disorders and the design opportunities for assistive technologies for olfac-
tion from their point of view. Our results illustrated participants’ varied
views on current technology, behaviors/technologies adopted when pre-
sented with particular scenarios, and potential solutions for designing
assistive technologies for olfactory disorders. Through these findings, we
discuss design considerations for assistive technology for olfaction.

Keywords: Olfactory Disorder · Human-centered computing ·
Assistive Technology Design

1 Introduction

Sense of smell–also known as olfaction—is an important mode of perception that
enhances our engagement with daily experiences and understanding of tasks [33].
Olfaction plays a key role in enjoyable situations such as when forming mem-
ories [21], enjoying food [29] and cooking [12,27], as well as in more critical
situations such as when identifying gas leaks, burning food or detecting fires.
19% of the population over the age of 20 and 25% of the population over the
age of 53 have olfactory disorders, which is defined as the reduced or the loss
of the sense of smell [15]. The most common categories of olfactory disorders
are: Anosmia (complete loss of sense of smell), Hyposmia (partial loss of sense
of smell) [18], Parosmia (change in normal perception of smell), and Phantosmia
(sensing smell that is not there) [7]. People with olfactory disorders may face
hazardous situations due to failing to sense odors in situations such as from a
fire, spoiled food, or gas leaks. Olfactory disorders can occur based on a variety

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Antona and C. Stephanidis (Eds.): HCII 2024, LNCS 14696, pp. 3–18, 2024.
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of factors, including genetics, injuries, and, more recently, as a key symptom of
the COVID-19 virus.

An emerging area of research has explored the concept of digital olfac-
tion [16,25] and digitizing smells for new immersive experiences [6,30], enhanc-
ing memories [5], etc. However, research has yet to sufficiently explore from
a Human-Computer Interaction (HCI) perspective how to address accessibility
issues due to olfactory disorders. We investigated the challenges faced by peo-
ple with olfactory disorders to understand how they use current technologies for
assistance and examine potential opportunities for assistive technologies through
two main research questions: (1) RQ1: What are the behaviors, experiences, chal-
lenges faced by people with olfactory disorders in regards to the technologies they
currently use? (2) RQ2: Is there a desire for new assistive technology for people
with olfactory disorders?

We conducted a two-part study to answer our research questions. For the
first part, a pre-study survey was conducted with 70 people with olfactory dis-
orders. The second part (main study) conducted follow-up interviews with 10
participants. Both studies found interesting behaviors and usage of technologies
they had adopted, as well as design approaches they had suggested for assistive
devices. Our main research contribution is the exploration of assistive technol-
ogy/design that has been found through two studies. This will potentially address
olfactory disorders in the future.

2 Background

Nearly 12.4% of the population in the United States over the age of 40 has mea-
surable olfactory disorders [14]. Furthermore, a study reported between 70,000
and 1.6 million people in the United States who had contracted COVID experi-
enced loss of olfactory senses. Although a temporary impairment for some, since
it was reported that 72% of the population who had COVID had recovered from
the loss of sense of smell [9], other people may not recover so quickly and have
a longer-term loss of olfactory senses. Prior research has shown that some of the
people who have lost their sense of smell show signs of depression and decreased
quality of life [10]. People with olfactory disorders can also find themselves in
dangerous situations by not detecting gas leaks, smoke, fires, etc. [17]. Although
previous research [10] discusses the impact of olfactory disorders on the quality
of life and various coping mechanisms adopted by people with olfactory disor-
ders, there is limited focus on the technologies used currently to address the
issues and possible future designs of assistive technologies.

In the broader field of human-computer interaction, sense of smell has been
explored through ‘digital olfaction’ through the use of ‘olfactory devices’ [16,25].
Olfactory devices have been discussed focusing on improving immersive charac-
teristics in virtual reality application [11,28,30], to influence behaviors (e.g., help
with stress, work) [5,36], and enhance communication features such as notifica-
tions [1,26,39,40]. Furthermore, much work has used the olfactory sense as a part
of multi-sensory experiences [28–30]. For example, in Season Traveller [30], the
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authors used the olfactory sense (using several scents emitted from an olfactory
device) together with the wind feedback and thermal feedback to improve the
sense of realism in virtual reality. The olfactory sense has also been used in cross-
modal applications as well—i.e., an interaction between two different senses. For
example, Brooks et al. [6] created illusions of temperature using smells produced
by olfactory devices. However, in these studies, the olfactory sense has been used
in an enhancing or complementary capacity, that is, the sense of smell is required
for such experiences, and, thus, there was a lack of discussion on the accessibility
issues that might be faced in the absence of the sense of smell.

As observed through prior work, further investigations are required to explore
how people with olfactory disorders face challenges in terms of HCI and any
design opportunities for this space. Reflexivity in research practice establishes
the researcher’s standpoint through which research is conducted [3]. The lead
researcher is a 23-year-old female who cannot smell due to an olfactory disorder
that is likely congenital.

3 Study 1 Methods: Online Survey

We conducted an online survey to understand barriers faced by people with
olfactory disorders in their day-to-day life and the ways they have been typically
dealing with those issues (RQ1).

3.1 Materials

Our online questionnaire included 30 questions (15 open-ended) covering three
areas. We collected demographic information, focusing on age, gender, field of
work, condition, cause, and period of olfactory disorders. Then, the question-
naire asked about treatments and effectiveness, current technology/devices used
by people with olfactory disorders and their effectiveness, effects of olfactory
disorders on day-to-day life, dangerous situations and ways of dealing with it,
effects on other senses, and frustrations or pain points.

3.2 Procedure

Our 10–15 min questionnaire was posted online during a one-month period to
collect responses from a wide participant pool. We utilized social media and
online community groups (e.g., Facebook groups, Twitter, and Reddit) to share
the questionnaire, with the intention of increasing reach beyond where we were
advertising and asking people to also share more widely. All 30 questions were
optional and there was no reimbursement offered for completing the study.

3.3 Participants

We had useful responses from 70 participants (Male = 24, Female = 44, Non-
binary = 1, Unknown = 1) were aged between 18–66 years old (Mean: 34, SD:
12.21).
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Fig. 1. Participant distributions of the (left) Type of olfactory disorders (right) Causes
of olfactory disorders

Condition. Fifty-two participants had anosmia, 10 had hyposmia, 20 had paros-
mia, five had phantosmia, 16 had COVID-related conditions, and one responded
’other’ but did not specify further (Fig. 1-left). Seventeen participants were
unsure of the caused, 25 participants had mentioned COVID, while 13 par-
ticipants lost their sense of smell since birth or were born without it. Two par-
ticipants each indicated sinus infection and brain injury; three each indicated
Kallmann syndrome [2] and viral infection; one each indicated Staph infection,
polyps, and surgical as the main causes.

Duration. Forty-two participants had olfactory disorder for more than five
years, six responded 1–5 years, 14 responded 1–12 months, five responded less
than a month, two participants a few days and one participant unknown (Fig. 1-
right).

Treatment. Fifty-seven participants indicated that they did not receive/seek
any treatment, while 13 indicated treatments such as surgery, steroids, smell
training, nasal sprays, etc.

3.4 Analysis

The lead author analyzed the open-ended responses using an open coding app-
roach [34]. They started by first familiarizing themselves with the data by read-
ing the responses thoroughly. They then assigned initial codes to each of the
responses from the open-ended questions. They grouped the codes in an iterative
process to create high-level categories that provide a summary understanding of
the data.

3.5 Findings

Behaviors Changed and Adopted: Here, we discuss behaviors changed or
adopted by the participants. Overall, we found several sub-themes in the partic-
ipants’ feedback.
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Eating Habits. In total, 30% (21 participants) indicated that their condition had
a main effect on their eating, such as increases or decreases in eating. For exam-
ple, P6 mentioned “Not Eating enough. Decrease in certain vitamins/minerals
due to lack of food ” while P31 indicated “I over eat constantly because I cannot
get the satisfaction of tasting my food.” As a result, participants adopted inter-
esting behaviors, especially to avoid spoilt food, with P64 indicating “I taste the
air and use visual and temperature inputs to decide if something smell” whereas
P21 stated looking for signs of spoilage in food: “I check my bread for signs of
spoilage like a hawk when it’s near its expiration date/been open awhile”.
Conscious About Body Odor. Five participants indicated that they shower fre-
quently to avoid body odor, “I also shower very frequently because I can’t detect
my own body odor ” (P12). Furthermore, five participants discussed frequently
washing or sorting clothes to avoid such situations. P34 said “I always wash all
clothes (even jeans) after wearing them once, even if only for a couple of hours”
and P39 said “I keep a pile of “half clean” clothes - clothing I’ve worn once or just
briefly - to remind myself that they’re not completely clean, but they’re probably
not dirty yet either. I guess this is because I can’t just sniff my clothes to see if
they’re clean/dirty? ”
Daily Activities. When it came to daily activities, 7 participants indicated that
they did not have any issues. From the rest, two participants discussed having
to pay more attention to food preparation. Comments included “Sometimes the
food gets burnt if I am not continuously in the kitchen focusing on it.” (P39)
and “I pay attention to colours of the food that I cook ” (P44). Interestingly,
four participants indicated about having to frequently and visually check baby-
diapers, “Since I can’t smell my kids dirty diapers, I’ve had to visually check
pretty often until they were old enough to help tell me” (P21).
Asking for Help. Seven participants mentioned informing others about the con-
dition so other people can help when in need. P19 mentioned “Normally, I also
make it extra clear to my peers about my anosmia and that they should point out
when bad/different smells come from me or my bedroom.” Several others also
mentioned asking for help during some activities, where P17 indicated “asking
my mum to smell my clothes to determine whether I smell ” and P36 saying “I
had other people help me to determine whether or not something smells off or
spoiled.”
Technology Adoptions. Only eight participants indicated the use of technology
to specifically assist with their tasks, such as gas detectors, smoke detectors,
etc. Although the majority of modern homes and spaces are equipped with such
sensors, here, however, we believe most other participants did not specifically
purchase these types of equipment due to their condition. Two of the other
participants stressed the importance of such devices, saying “As someone with
anosmia, gas leak detectors are useful to avoid potentially dangerous situations
involving gas leaks” (P35) and “Could save my life since I live alone. I’m still
vulnerable to food poisoning.” (P47).
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Experiences: We found several sub-themes of participant experiences specifi-
cally due to their condition.

Hazardous Situations. Participants reported that they faced different types
of hazards due to their condition: gas leaks (10), fire/smoke (12), consump-
tional hazards-eating rotten food unsuitable items (19), cooking hazards (21),
and overuse of cleaning chemicals (2). There were several comments that detailed
the seriousness of the situation that would have been avoidable if not for olfac-
tory disorders: Participant P64 shared an experience with a gas leak at school:
“When I got to class, no one was there so I sat down. 5 mins later a mainte-
nance man walked in and said I had to leave due to their being a gas leak in the
lab that I was currently setting in. Apparently they had evacuated that wing of
the building to outside until they could shut it off ” (P64); P41 about consump-
tional hazard: “drinking isopropyl alcohol thinking it was water . . ..”; “currently
pregnant, almost ate applesauce that went bad.” (P13); “Cant smell bleach and
some cleaners so I often get dizzy while cleaning because I can’t smell them so I
continue cleaning without rinsing.” (P52). Due to such situations, participants
often had to rely on others to notify them or, as P22 mentioned, “NEVER own
a gas stove”.

Effect on Workplace/Career. Ten participants identified that due to their con-
dition, their workplaces related to chemicals, cooking, medicine, healthcare, and
electrical were sometimes found to be dangerous to work in. P52, who is in the
healthcare industry, mentioned “Sometimes need smell to assess a patient, missed
that patients were drunk a few times.” Furthermore, six participants indicated
that their career choices were affected by their condition. While three indicated
that they had to give up the idea of becoming a chef, one changed their field
from medicine. However, there were positive impacts as well such as when P39
went into the pet care industry since “I have no problem scooping litterboxes,
picking up stools, etc.”

Effect on Taste. Olfactory disorders have effects on other senses as well. Fifty-
three participants discussed the effect of the condition on their taste. Among the
comments were “Can only taste if something is sweet/sour/salty/bitter/spicy.
Can’t taste if something is “sweet bc there’s strawberries in it” or “this is spicy
bc there’s paprika”” (P48), “...I tend to choose a lot of foods based on texture,
like crunchy crumbed fish etc. . .” (P45).

Other Concerns. Due to their conditions, participants also had other con-
cerns. P37 discusses paranoia for body odor and house smell: “I”m paranoid
that I stink or my home stinks. So I usually have air fresheners around a lot”.
P24 talks about the difficulty in connecting with people and intimate scents: “I
worry I can’t make lasting connections without understanding pheromones and
intimate scents”. P36 shares their views on olfactory disorders: “To me, there are
no positive effects of smell loss, all negative. The only overall silver lining from
the prevalence of smell loss due to covid is increase in awareness and research
to help solve and cure smell disorders. But for me personally, its nothing but a
big reduction in quality of life.”
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3.6 Summary

The results from our survey illustrate data under two particular themes: 1)
Behaviors changed and adopted by people with olfactory condition and 2) Expe-
riences of people with olfactory disorder. In the first theme, we discovered various
behavioral changes and technological adoptions the participants had to make due
to the condition. The findings demonstrate various areas or ways in which these
adoptions were made: eating habits, getting conscious about body odor, changes
in day-to-day activities, asking for help from other people, and use of technol-
ogy like gas detectors, smoke detectors, etc. The second theme illustrates the
participants’ experiences in various areas like hazardous situations, effects on
workplace/career paths, effects on sense of taste, and other concerns that the
participants had due to the condition.

4 Study 2 Methods: Interview Study

Our survey provided an overview of the habits and experiences of people with
olfactory disorders. We conducted follow-up interviews to gain deeper insights
and identify potential design considerations (to answer RQ2).

4.1 Materials and Procedure

We used Zoom to conduct the interviews remotely. The interviews were semi-
structured and supported by a three-part interview guide. We used the guide
to support the discussion, but since these were semi-structured interviews, we
allowed our interviewees flexibility in sharing their views, and we would ask
follow-up questions where necessary to continue discussing interesting points.

The interview was structured as follows. Part 1: We aimed to make the inter-
viewees comfortable through introductions and by asking general questions about
their condition and the information submitted through the survey study (e.g.,
can you tell me about your condition?). Part 2: We directed the conversation
toward asking interviewees regarding current technology or behaviors used by
people with olfactory disorders. Part 3: We provided a few scenarios to determine
whether the participants have experienced exact or similar situations. Once we
had this information, we asked the participants to imagine a device that could
help in that situation and whether they would like an assistive technology for
that particular situation. Finally, we discussed their frustrations and pain points.

It should be noted that the interviews were an opportunity to gain insights
on possible design solutions for assistive technology for people with olfactory
disorders, and we wanted to investigate those specific design possibilities to take
the opportunity to explore with our interviewees the areas where an assistive
technology could be helpful.

The interviews were scheduled for 45min. The average recording time from
the interviews was 22min (min = 11, max = 36). The interviewees were reim-
bursed with $15 for their time.
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4.2 Participants

We recruited 10 participants (5 females, 4 males, 1 non-binary) aged 18–59 (M:34
SD:12.29) from our initial survey sample who had olfactory disorders. The olfac-
tory disorder conditions were anosmia (9) and unsure (1). Five participants had
anosmia by birth, or for most of their lives, four experienced acquired olfac-
tory disorders, and one participant was unsure of duration. One participant had
anosmia due to COVID, two participants experienced olfactory disorder due to
Kallmann’s syndrome, one participant each due to brain injury, polyps, viral
infection and congenital, and three participants were unsure of the cause.

4.3 Analysis

The lead researcher analyzed the interview transcripts using Braun and Clarke’s
thematic analysis [4]. The lead researcher generated initial codes from the data,
reviewed the codes, and grouped them as required while looking for themes.

5 Findings

Our findings from the interview focus mainly on the participants’ views on cur-
rent technologies, behaviors/technologies adopted during presented scenarios,
and potential solutions for assistive technologies for olfactory disorders.

5.1 Exploring Views on Current Technology

Based on the previous discussions from the survey, devices such as gas/smoke
detectors were mostly mentioned in this context. All participants in this study
had used or owned devices such as gas detectors, smoke alarms, etc. Although
these technologies and devices are not developed explicitly as assistive technolo-
gies for people with olfactory disorders, participants had mixed feelings about
them. Overall, participants commented on their reliability and usability in dif-
ferent scenarios.

Reliability: In terms of reliability, participants were concerned about the
devices’ need for batteries. For example, in case a battery dies, the risk is
increased for people with olfactory disorders. I2 mentioned “...But just rely-
ing on something that requires batteries, or like plugins, you just never quite
know...When it’s just like my life at stake, you know? ” Another participant, I9,
indicated that in some cases, the devices’ sensitivity is unreliable: “maybe they
should be a little bit more sensitive. You know, like, we have a fairly high-powered
sensor. But like this, the frying pan [accidentally on for an hour] didn’t set it
off.”
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Usability Outdoors: Another common concern was the absence or the usabil-
ity of such devices in different scenarios, such as outdoors. During outdoor activ-
ities such as camping, such devices may be unavailable, which could potentially
mean a dangerous situation for people with olfactory disorders. I8 indicated
“Well, just like camping, or [outdoors], and they have gas, and you don’t have
your detectors with you, or whatever ”.

5.2 Understanding Behaviors and Tools Adopted by People
with Olfactory Disorder in Various Scenarios

We presented the interviewees with three different scenarios: smelling
baby/animal feces (scenario 1), eating spoiled food (scenario 2), overcooking,
and causing smoke in the microwave in the break room/public areas (scenario
3). We asked the interviewees whether they had experienced such situations
and what they did to deal with them. If they did not experience such situations,
what would they do if they were to experience it in the future. Some participants
shared their behavioral tactics. Overall, participants had mixed experiences with
the above scenarios. Most had experienced the second scenario. How the par-
ticipants responded to the above scenarios was mainly themed around adopting
behavioral tactics and the use of technologies/tools.

Adopting Behavioral Tactics: Similar to some of the survey responses,
participants indicated behaviors they would adopt in the presented scenarios.
Mostly, such behaviors were centered around using other senses, such as vision,
hearing, or intuition. For example, I1 discussed using other senses in scenario
1, “I suppose when you can’t smell, you have to use your other senses. And in
that case, I wouldn’t want to do a touch test. So, I think I would have to visu-
alize each time.” Similarly, I7 explained “[baby] will give some kind of a signal
they start crying he or she will start crying or something”, thus, adopting to
understanding the baby’s signals when using smell is not possible. In the sec-
ond scenario, participants discussed visually examining the food. For example,
I2 said “I would probably just like pour a little bit and see if it’s like curdles you
know, or if it’s like chunky because then obviously I would throw it or if it’s like
a little discolored ”.

Use of Technology/Tools: Participants discussed a few interesting ways they
have resorted to using tools. Interestingly, again, these tools are not specifically
developed for people with olfactory disorders. Here, participants had reported
simple uses of tools: a few participants used temperature sensors when cooking
to prevent overcooking (scenario 3), I4 used the flashlight on a phone to shine
through an egg to ensure it was not spoiled (scenario 1), I1 indicated the use
of timers to avoid any overcooking scenarios, “because of my brain injury, I’m
pretty obsessive about setting timers for things. So probably would have set a
timer for myself on my phone when I put the food in the oven”. I7 described a
more sophisticated approach, “the cartons will have a barcode, right and barcodes.
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If we now everyone has Google lens, they can just scan the barcode and they know
what they expire is even if it’s somehow blanked out on the milk pack. I think
that should be sufficient for that”.

5.3 Exploring Design Solutions for Assistive Technology in Olfaction
in Various Scenarios

We also asked the participants to discuss what, if any, technologies they might
like to use in the above scenarios and, in addition, any other thoughts they
would have for assistive technologies for people with olfactory disorders. Overall,
the responses were themed around non-technological solutions, wearable/mobile
technologies, and other devices.

Non-technological: Here participants imagined solutions such as the use of
service dogs and color changing diapers, etc., “I just think, well, a dog if I could,
if you could somehow teach it to [smell] ”, I10. While many such products and
services already exist, interestingly, such have not been thought from an olfactory
disorder point of view.

Wearable/Mobile: Several participants described the importance of the assis-
tive technologies being available. Responding to the 2nd scenario, I4 described
“something handheld which could be poked into the food to check if it’s spoiled”.
I2 discussed “If it was just already on my wrist or already, like, hooked up to
my phone somehow ”. Similarly, inspired by previous discussions, I8 suggested
portable smoke and gas detectors that can be carried outdoors, and P48 empha-
sized that they are never without a phone or a watch, so a wearable device could
be really useful.

Other-Devices: In addition to suggesting the use of existing sensors, such
as gas sensors, participants also described other devices such as smart fridges.
Inspired by Scenarios 2, participants discussed having smart fridges, which could
determine the expiry for food in it: “just like those smart fridges. It would say,
Oh, this, this product has been here for so many days. And normally, it just goes
bad in that many days. So be careful. Don’t get” (I4).

5.4 Summary

Although participants were not very enthusiastic about assistive technologies
for people with olfactory disorders initially, we identified that they had actu-
ally adopted interesting alternative/new behaviors or resorted to using exist-
ing technologies in useful ways. Furthermore, through the presented scenarios,
participants also brainstormed approaches based on non-technological, wear-
able/mobile, and equipment-like devices as assistive devices. Inspired by this
feedback, next, we discuss potential design considerations for assistive technolo-
gies for people with olfactory disorders.
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6 Discussion

We conducted an online survey and interview study to answer two research ques-
tions. In answering RQ1, our survey indicated that the participants had many
adoptions or changes in behaviors in daily activities, eating habits, being more
conscious about body odor, etc., due to olfactory disorders. In addition, partici-
pants reported concerns about facing hazardous situations and their conditions
affecting their careers and choices. As a result, participants resorted to asking
others for help, while very few reported technological adoptions to overcome
challenges.

In answering RQ2, our interview findings indicated that the participants
were not very enthusiastic about current technologies or assistive technologies
for olfactory disorders. However, we found that participants had adapted to inter-
esting behaviors and/or interesting ways to use existing technologies and tools
to assist their daily activities. Furthermore, we also found that the participants
were motivated to discuss future assistive technologies and three approaches
were suggested for assistive methods/technologies for olfactory disorder: non-
technological, wearable/mobile technologies, and device/equipment.

Based on these findings, we propose a set of preliminary design solutions
when designing assistive technologies and methods for people with olfactory dis-
orders. According to most participants, having a handheld or wearable device
would be an ideal design for assistive technologies for olfactory disorders. Wear-
able technology continues to grow in popularity [19], and there is increasing
acceptance for wearable devices that monitor us throughout the day, such as
health and fitness trackers so long as they are perceived as useful [23] and meet
individual needs [31]. Chatchawal et al. [38] discuss armpit odor detection using
an electronic nose, which is composed of a set of metal oxide gas sensors. While
the presence of relevant sensor technology for olfactory disorders is in its infancy
in terms of consumer products, research indicates potential for adopting such
technologies for this scope.

Furthermore, through the interviews, we also found the participants dis-
cussing how, in some situations, the surroundings play an essential role in inform-
ing them about some dangerous happening. Thus, with the existing technologies
such as IoT devices in our living spaces [20,22,32], this space opens up opportu-
nities to focus on more such devices as olfactory assistive devices. These devices
can also be made portable to resolve the participants’ concerns about not having
detectors outdoors.

6.1 Design Considerations

Based on these findings, we propose a set of preliminary design considerations
when designing assistive technologies and methods for people with olfactory
disorders. Here, we propose that designing future ‘olfactory assistive technolo-
gies’ should primarily consider the space: personal, intermediate, environmen-
tal/external. (as illustrated in Fig. 2).
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Fig. 2. Design considerations for olfactory disorder assistive devices.

Personal Space. Many participants raised concerns about being unable to
detect their body odor or the odor of their clothes. As such, this space is defined
as the space around the person and those things that can be considered as the
person’s frequently used belongings (clothes, etc.). We identify that technologies
such as wearable devices and mobile devices (plugins for smartphones) would
be suitable here. Consideration should be given that such assistive technologies
would be used frequently. Example technology: a smart watch-like device that
frequently or on-demand checks the odor of the person’s clothes. While the
presence of relevant sensor technology for olfactory disorders is in its infancy in
terms of consumer products, research as above indicates potential for adopting
such technologies for this scope.

Intermediate Space. This is a space where the person would interact with
other objects or people in the immediate space (e.g., cooking or talking to
another person). This space is inspired by the concerns and habits that partic-
ipants described around cooking, changing diapers, etc. Thus, here we identify
technologies such as mobile devices or other devices to be useful, and these might
be used semi-frequently. Example technology: sensors for cooking that might be
used only when cooking, devices for detecting spoiled food that might be used
only when eating, etc. Technologies such as methods for interactive cooking [37],
wearable technologies for baby monitoring [13], etc. demonstrate the potential of
embedding sensors and, in turn, integrating new olfactory assistive technologies.
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External/Environmental Space. The external space is the user’s surround-
ing area and the space where the user usually lives, for example, the home or
workplace. As such, we identify devices such as gas or smoke detectors that would
fall under this space that would suffice the requirement. Furthermore, through
the interviews, we also found participants discussing how, in some situations,
the surroundings play an essential role in informing them about some dangerous
happening. For instance, if there is a gas leak in a closed public space, the people
around would react in a certain way that would enable the person to know about
the happening and take steps accordingly.

6.2 Limitations and Future Work

As a major limitation, although most of the interviewees had anosmia (one was
unsure), there are different types of olfactory disorders that we did not observe
in the demographics of our interview participants. It would be interesting to see
how the concerns due to the condition, views, and opinions on future assistive
technologies for olfaction, etc., vary based on different olfactory disorders. We
will aim to have focus groups with people who have different types of olfactory
disorders to understand how to design future systems for different needs in the
best way.

As for our future work, our work was useful in identifying the personal, inter-
mediate, and environmental/external spaces, and it provides three directions for
future work as we continue to explore new assistive technology for each level that
will support people with olfactory disorders. Particularly, based on our previous
experiences and work on mobile and wearable assistive technologies [8,24,35] we
identify the future research space for exploring the design considerations towards
developing wearable and mobile sensors such as olfactory sensors and multisen-
sory displays for presenting notifications at varying levels of priorities, urgencies,
etc. of olfactory events.

7 Conclusion

In this research, we explored the accessibility issues of olfaction disorders.
Through an online survey with 70 people, we presented concerns and behav-
iors changed or adopted by people with olfaction disorders. Next, through an
interview with 10 participants, we presented findings on preferences, adoptions,
and expectations of assistive technologies (for olfactory disorders). Finally, we
presented three preliminary design considerations for developing olfactory assis-
tive devices focusing on the space of the user.
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Abstract. The development of accessible digital games has been dis-
cussed through multiple publications in the 21st century; however, little
to no attention has been given to analog gaming. Like video games, Col-
lectible Card Games (CCG) have also gained massive popularity, but
no accessible guidelines have been created to assist their base. With the
aging of gamers that started playing thirty years ago and the strain the
card’s text places on the player’s vision, accessibility work is needed in
this area. The need for inclusion in gaming is critical because it can act
as a medium for social interaction and a learning tool for teaching. In
addition, technologies that can help those with disabilities, such as micro-
computers and Artificial Intelligence, can be used to help those disabili-
ties. In this paper, we adopt guidelines from video game accessibility and
create a proof of concept that applies Artificial Intelligence and afford-
able microcomputers to assist those with low vision. After evaluating 53
evaluators, we found that the text-to-speech and volume of information
caused significant issues; however, most ratings and responses showed
that the proof of concepts functioned as an assistive technology and was
successful.

Keywords: Accessible Games · Accessible Technology · Accessibility
Design And Evaluation Methods · Applied AI · Guidelines · HCI ·
Human Factors · Visual Impairment

1 Introduction

Making the world accessible is important, as 12.4% of people worldwide have
some impairment. Where disability positively correlates with age as cell pro-
duction goes down [2]. With over 600 million people over 60, providing aid for
the impaired plays an important role today [3]. Thankfully, numerous technolo-
gies have been incorporated towards accessibility, usually replacing the impaired
sense with another [28,32]. Furthermore, breakthroughs in software such as Opti-
cal Character Recognition (OCR), Text-to-speech (TTS), Language Correction,
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and Predictive Text Suggestion are readily available and can help assist the
impaired [14,17,24,30,32,35,37].

A large area of today’s accessibility research is accessible game research.
Games are part of everyday life; many watch and play them for fun and com-
petition. Where humans have played dice, variations of Chess, and card games
dating back to before the medieval era [18]. Furthermore, games can serve as a
teaching mechanism, language games serve as a motivational drive for improve-
ment, and in the case of math, it serves as a repetitive drill [5,13].

Digital gaming (DG) is one genre of games that has gained tremendous
interest in this century, where several academic researchers and organizations
have developed guidelines [1,15,34]. Even though much work has been done
on accessible DG (ADG), analog gaming (AG), games that require no digital
interface, have received little attention. While there is some work done on this
topic, [7,11,20], these efforts are recent, and all, except [11], only address the
lack of accessibility and suggest high-level techniques to fix the lack of accessi-
bility. Furthermore, this research is on a large staple of tabletop games where
the actual play style between games can differ by extremes. Tabletop gaming
can provide numerous challenges to impairments ranging from vision, cognitive,
motor, hearing, and more.

Collectible Card Games (CCG), a sub-genre of tabletop gaming, require strat-
egy, cooperation, and negotiation skills to achieve victory [4]. Notably, CCG
relays information through visual instructions such as text, color, and symbols,
where the area of the card’s text space, the size of the font, and reliance on
color coordination heavily affect low-vision players. [11]. The most popular CCG
’Magic The Gathering’ has over 10 million players and has been in production
since the 1990s [22], where long-term game fans have aged by 30 years, and their
vision has started to degrade.

With low vision being a concern of CCG players, we developed an Accessible
Technology (AT) to assist impaired players. Our work on Accessible AG (AAG)
had three goals: adopting ADG vision guidelines from previous research, creating
an AT using ADG guidelines by applying Artificial Intelligence (AI) tools, and
evaluating the AT in a series of evaluations where the objective is to create new
guidelines from the evaluation data. This work is essential in human-computer
interaction as it goes over strategies used in previous ADG and aims to build an
AT that serves as an accessible interface for the vision impaired. Therefore, we
are assisting the impaired and elderly in playing games and creating guidelines
to further this field of research. Section 2 goes over related work to our research,
where Sect. 2.1 goes over work on ADG, and Sect. 2.2 goes over work on AAG.
Section 3 goes over the application of our research, where Sect. 3.1 covers the
guidelines we incorporated from previous work, Sect. 3.2 presents the work done
on constructing our AT and applying AI, Sect. 3.3 discusses the procedure of
the evaluations and the questions in the survey. Section 4 goes over the survey’s
results, and Sect. 5 goes over a complete discussion of the results and concludes
this work. This endeavor aims to be a leap in research targeting interfaces and
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AT towards the elderly and disabled people so they can participate in the CCG
community.

2 Related Work

This section covers Accessible Gaming research for DG and AG. The first subsec-
tion covers ADG, discussing the importance of flow and the segregation disability
can cause. The second subsection covers the recent work on AAG, specifically in
the genre of tabletop gaming.

2.1 Accessible Digital Games

When creating accessible games, the point should be to make them accessible to a
large demographic and make all parts of the game playable. An accessible game
must remain with all the challenges and mastering of skills of non-accessible
games, [16,29]. To this end, researchers try to balance between in-game chal-
lenges and abilities to engage a player’s sense of flow and presence with the
game [6]. To do this, designers need to consider what is creating the barrier for
players [21], where a methodology can be defined to assist with play by applying
an interaction model. This model ascertains what stage of interaction can not
be performed, and then from there, the researcher can diagnose the sense that
is causing the loss [9,40]. The idea of flow versus presence and the state of user
activity are shown in Fig. 1.

Fig. 1. The image on the left shows how a player will evaluate their next move. Where
they first receive stimuli, determine a response, and then provide input. The Figure on
the right shows the relationship between challenge and skill and how a balance creates
a flow state. c© 2011, 2007 [6,40]

Companies and researchers have two standard methods for incorporating
accessible guidelines: create an accessible game from scratch or add AT to assist
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the player. The former suffers from forming segregation within a group of gamers,
and companies usually will not invest in a top-to-bottom solution for a small mar-
ket. The latter has numerous compatibility issues amongst peripherals, and some
games might not be adaptable to an AT approach [16]. Even with these prac-
tices being deployed, the gaming world is still segregated by impairments, where
a survey conducted by [34] reports that most disabled players enjoy PC games
over consoles and mobile games and that most prefer to play single or coop-
erative versus competitive. Meanwhile, [40] observes that these are the focused
games due to the open-use gaming engine of First-person Shooters.

Two approaches have been taken to reduce segregation in video games, the
first being the creation of Guidelines by a group of developers and studios [1], and
the second the attempt at creating Universally Accessible Video Games (UAVG)
[15,16]. The first has created a list of possible guidelines for general disabilities
that are spread out based on the difficulty of employing them. The latter focuses
on the work done in UA-Chess and Access Invaders, where both are fully or
mostly UAVG. Furthermore, [15] discusses using an inclusive model where steps
are taken to ensure accessible practices are followed and lead to the creation
of a UAVG. The model uses professional reviews in each step, breaking down
basic game interaction and dissecting the player’s reaction to game mechanics.
From there, the mapped-out interactions are placed in a matrix, guidelines versus
impairments, where analysis is performed to see if that interaction is impaired.
Compatibility and appropriateness are checked similarly before developing a
prototype to test the applied guidelines.

Many accessible games have come out where the primary approach seems
to be split into two areas: replacement and enhancement, where these same
approaches are used in other accessibility fields [12,40]. The former replaces the
impaired sense with another, and the latter enhances the interface’s features in
the domain of that impaired sense. As previously mentioned in [16], UA-Chess
replaces sight with audio queues and enhances the brightness and size of pieces
on the screen. Similarly, another genre of DG includes Audio Games and Tactile
Games, in which visual components in video games are replaced with sound and
touch (Archambault, 2007). Another replacement example was done by [39],
where they replaced sight with haptic responses from a glove. The glove was
used to play the classic rhythm game “Guitar Hero”, where the glove would alert
the player which key to press during the game.

Focusing on the enhancing portion of the problem, [23] created a list of
questions they gave Japanese video game developers where they highlighted the
accessibility features they implemented in their games. The features concern-
ing visual impairment included color changing, zooming, high construction, and
large font. Furthermore, [1], and [16] also mention the above enhancement fea-
tures, where others include speed change for in-game play and instructions and
adaptable controls as beneficial accessible features. [40] names numerous exam-
ples of ADG low-level solutions (guidelines) that can be deployed. The most
common solutions for visual replacement were to provide speech, audio cues, or
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sonification, and the most common enhancement solutions were to increase the
size of fonts, zoom in features, and use highly contrasting color schemes.

2.2 Acessible Analog Gaming

The previous work discusses digital gaming accessibility, whereas little to no work
has been performed on analog gaming. In this paper, analog gaming refers to
non-electronic and can include card games, board games, and other genres. The
MEEPLE Project aims to create accessible guidelines and apply them to tabletop
gaming. Where [19] evaluates general categories of creating AAG. Specifically
on visual accessibility, we see a large percentage of players not recommending
tabletop games with this disability, where these evaluations examined over 30
different tabletop games over many sub-genres. The same group of researchers
go on in [20] to address the problems of each generalized disability category.
The main drivers for visual disabilities for CCG would be color, contrast, and
font type. Furthermore, there are overlapping game issues from other disabilities
and sight, such as reading level requirements and game flow, that are listed as
cognitively impaired problems.

More recently, [7] has come out with an article that reviews interviews con-
ducted on blind and low-vision tabletop players and their relationship with their
impairment and how it relates to tabletop gaming. The central part of the find-
ings separates what makes an analog game inaccessible and how to make it
accessible using the participants’ suggestions. The sound, text, contrast, and
color were once again presented as limiting factors, while essential suggestions
to fix were using AI/OCR and adding sound for directions and mechanics.
Another paper focusing on the inaccessibility of analog gaming towards visu-
ally impaired players is [11], where researchers found generic issues with table-
top games, applied them to the games Pandemic and Carcassonne, and then
developed an AT that utilized a headset that could enhance and give auditory
feedback when necessary. The majority of these papers, while an excellent start
to solving this problem, deal with addressing the issue but still need to adopt
solutions fully. Also, these papers deal with tabletop, which could mean their
studies do not consider the CCG genre, where many visual issues are apparent,
as mentioned in paragraph four, Sect. 1.

3 Methodology

This section presents the overall methodology for assembling our initial guide-
lines, creating a Proof Of Concept (POC) for our AT, and the evaluation to test
the POC. The first subsection covers the guidelines and why we included them
in our POC. The second subsection goes over the application of the guidelines
and the construction of our POC. The third subsection covers the survey ques-
tions, the evaluation procedure, and the changes to the CCG game we use for
our evaluations.
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3.1 Guidelines

These guidelines were considered the simplest to incorporate into our AT and are
not the only ones that can be applied to this problem. We break our guidelines
into developmental, replacement, and enhancement guidelines.

1. Developmental
– D1:Retain the quality of a game
– D2:Create from scratch or adapt technology
– D3:Apply Universal Model

2. Replace
– R1:Focus on other senses for feedback
– R2:Replace common sense with technology
– R3:Control Output Speed

3. Enhancement
– E1:Large and simple font
– E2:Large interface input devises
– E3:Contrasting foreground with background

Our Developmental guidelines look at high-level approaches that provide a
framework for moving forward in the accessibility process. Guideline D1
expresses that a game should have its natural qualities, whereas a game should
still be fun and competitive, as discussed in the first paragraph of Sect. 2.1.
Guideline D2 aims to apply one of the two methods discussed in the second
paragraph of Sect. 2.1. While both strategies have merit, we go with the latter
due to the former being unrealistic on a large scale. Creating a new CCG from
scratch would cause the segregation of more popular CCG from disabled play-
ers, and the amount of money to reprint already established cards would be an
expensive endeavor for both companies and players. An example of this method
being used is in [39], where the glove is a good instance of AT being developed
to support play. Guideline D3 applies the Universal model discussed in the third
paragraph of Sect. 2.1. While this model is usually used to create UAG and our
AT aims to assist only one impairment, the model is an excellent first step at
creating a list of issues the player may run into, so we apply steps 1 to 3 of the
model.

The replacement guidelines aspire to replace the impaired sense with another
sense or with machinery, where the majority of these are discussed in paragraph
four Sect. 2.1. Applying both the unifying and interaction models, we see that
sight is needed to review cards in all game planes [15,40]. Guideline R1 aims to
replace the impaired sense with another. We chose to replace sight with hearing,
where the other sense was touch, but we decided on the former due to the amount
of information and the low number of people who know Braille. Guideline R2
focuses on the need to use technology to replace the impaired senses’ role, where
this can be indirect, for example, using a screen reader to read text, as done in
games such as UA-chess. To accomplish R1 and R2, we decided on using AI tools,
where OCR will do the work of the eye to interpret characters, and TST will
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read the text to the player. Guideline R3 is a secondary guideline to ensure R1
is deployed effectively, where the speed of information can impede recognition.

Enhancement guidelines strive to make a user interface as visually accessible
as possible, where these are mentioned in paragraph five of Sect. 2.1 and para-
graph two of Sect. 2.2. Guidelines E1 and E2 ensure the player can determine
what is on the interface’s screen. Therefore, we ensure that any font has simple
characteristics and is large and bold. Guideline E3 is to create a high contrast
between the foreground and the background so that visibility is as straightfor-
ward as possible. In our case, we have three layers: the background, buttons and
instructions, and labels on the buttons. Therefore, we chose the first and last
items to be white and the second to be black to provide the highest visibility
grade.

3.2 Proof of Concept

To test our guidelines, we designed a proof of concept where our AT reads the
card information to the player. The complete algorithm of our AT is shown in
Fig. 2, where we utilize AI tools to complete actions two, four, and six.

Start

Take Picture

Detect Name

Preprocessing

Recognize Characters

Search Database

Read Text to Player

Stop

Fig. 2. This flowchart shows the algorithm that processes our card picture. The pro-
cedure follows: take the picture, then detect the name, preprocess the image, recognize
the text, use the name as a query, and read the information found in our database
to the player. The pink blocks are outside our algorithm, the purple parallelograms
are the input and outputs of our AT, and the yellow blocks are operations our AT
performs. (Color figure online)
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The use of AI for accessible gaming is still a new topic, and there is little men-
tion of guidelines for using AI in this area of research. This lack of representation
could be due to AI, such as speech recognition, in the past giving inconsistent
results, and the development of analog gaming guidelines being a new topic
in the accessible gaming field, where the benefit of AI in an analog domain is
tremendous. In the past, the most common technologies utilized to assist the
visually impaired in playing DG have been screen readers and magnifying read-
ers. Screen readers have difficulty reading alternative text and images where
symbols are used in CCG to specify card type or faction [8,25,31]. This flaw and
the fact that symbols differ between CCG makes applying Screen Readers chal-
lenging. Magnifying readers with small displays have shown to be problematic in
application, and the constant physical interaction with the interface would cause
many difficulties [26]. The dissertation [11] has performed similar work to ours
using a headset to apply visual enhancement and visual replacement with audio.
While this work was promising, it showed problems using markers to enhance
inaccessible game pieces. We attempt to use AI to detect a vital game element
and then read the whole of a card’s information to the player, thus removing the
need to enhance game pieces. While there are no direct guidelines on applying
AI toward accessibility, we are excited to touch new ground as AI, in recent
years, has shown much progress and interest.

Our AT can be split into four elements: input, capture, retrieving data, and
output, where item three contains most of the algorithm. The first item is con-
trolled by our interface, which uses a Raspberry Pi 8-inch monitor with a stand
as the main body. The GUI was made using the T-kinter Python library, encom-
passing the digital buttons, instructions, and scroll-down menu. The scroll-down
menu is used to switch between CCG, and the digital button begins the algo-
rithm in Fig. 2, where both of these follow guidelines E1 to E3. Multiple modems,
such as a mouse, touch screen, and keyboard, are available to use as controls for
our interface. Capturing is done by a digital camera, where we decided that the
Raspberry Pi HD camera offered the best in terms of quality and price [27].
The camera acts as a microscope with a base for the player to place the CCG
card. After the digital button is pressed, the camera will take a picture of the
respective CCG card, which will proceed to item 3, discussed in the following
paragraph. This framework offers limited interaction with the camera, and the
player has a consistent area for card placement. The process is quick and easy,
where the player needs limited sight to act. The final stage of our algorithm takes
the information retrieved from the database and reads it to the, as suggested
in guideline R2. This action is performed through TTS, where we use a Python
wrapper called PYtssx3 with numerous synthesizers available; we use Espeak, a
TTS engine. Espeak allows us to alter the speed of our TTS voice and is free
to use. We apply guideline R3 here, where the output speed is essential to the
player’s recognition of words. The device is outfitted with a headset to keep the
card information for its owner only. This technique follows guideline D1, where
part of the genre is the secrecy of cards not in play.
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After the picture is taken, it is fed into our Raspberry Pi 4B (RP4B) micro-
computer, where this microcontroller has been used in multiple computer vision
projects. This element of our AT contains parts three to five of our algorithm in
Fig. 2, making it the most complex process. The card information is stored in a
digital database, where, after capturing the card’s name, it is compared to the
names in the database until it finds the closest match. After the previous step,
the AT retrieves all the information in the record, which is used as the output in
the final stage. The name is the most common feature amongst CCG cards as it
is one-to-one with a card, where the image on the card is not necessarily unique.
To detect the name of the card, we use OCD software, which is known as EAST
(Efficient and Accuracy Scene Text Detector) [41]. EAST is a two-stage-pipeline
FCN that is faster and more accurate than other free-use Scene Detection soft-
ware. The OCD is trained to locate the boldest characters in an image, making
it ideal for CCG. However, after we detect the card name, the RP4B still does
not understand the characters in the image. Therefore, we apply OCR to read
the card information into the database query using the Pytesseract software.
Pytesseract is a Python wrapper of Tesseract, a multi-stage AI-powered algo-
rithm that applies blobbing and segmentation [33]. We must apply preprocessing
to the image to utilize OCR to remove artifacts or noise effectively. We used an
Open-CV python wrapper for this stage, where this library was the most com-
mon library used in our readings [10,36,38]. The preprocessing stages are shown
in Fig. 3, where the final result read to the player is shown in Fig. 4. Due to not
training the Tesseract software with common words used in CCG, depending on
the lighting in the room, the software may return symbols not found or come
out with an incorrect guess. Due to this, we incorporated a checking software,
shown in Fig. 4.

Fig. 3. These images are our preprocessing steps-the sequence takes. From left to right,
we show that the first image is the CCG card we capture, the second is the detected
words, the third is the denoised name, the fourth is the grayscaled image, and the final
image is the threshold image.
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Fig. 4. Shows the device process recognizing the card name and then pulling the card
information from the database. At the top are the names in the database that eliminate
words that do not match. Following the acceptable words are the characters being
recognized from Tesseract, where the correct name is shown. The acceptable characters
are then put together into words, and finally, the name is used as a query. At the bottom
of the figure is the correct information read to the player.

3.3 Evaluations

To test our proof of concept, we conducted a series of evaluations, where partici-
pants played a game of Yugioh against one of the authors of this paper. The eval-
uations showed that the AT was easy to use and enabled the player to play the
game without interrupting their state of presence and flow. The evaluations pro-
ceeded with brief demonstrations of how the AT worked; the participant would
get to try the device a few times to get used to its operation. This author then
explained the game’s rules, where we focused on card mechanics, field mechanics,
and order of play. After the explanation, we further explained the changes to the
game’s rules. Some changes included a time limit, using the AT at least once per
turn, reduced life points (a metric to show who wins and when the game ends),
and simulator glasses giving the user the impression of impaired vision.

After completing a game, the participant would be asked to take an 11-
question survey with ten multiple-choice and one open-ended question. The
multiple-choice questions were divided into three groups that addressed the
enhancement and replacement guidelines, the developmental guidelines, and the
player’s experience towards CCG. The final question would be used so the par-
ticipant could voice any improvements, problems, or suggestions they had with
the AT.

1. Enhancement and Replacement Guidelines
– Question 1: How was the Simplicity of the device?
– Question 2: How easy is the system to use?
– Question 3: How comfortable was the interface of the device?
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– Question 4: How difficult was the device to learn?
– Question 5: Could you recover quickly when a mistake was made?

2. Developmental guidelines
– Question 6: How helpful was the device in playing the CCG?
– Question 7: Did the device take away from the enjoyment of playing a

CCG?
– Question 8: Were you aware of the different cards in your hand?

3. Experience
– Question 9: What is your familiarity with a CCG?
– Question 10: Would you suggest a device like this for playing CCG?

The last question asked what suggestion the participants thought could improve
the AT’s performance. We use a five-point system for each question in the previ-
ous section, where one is the lowest and five is the highest rating. In total, there
were 53 participants in the evaluation.

4 Results

The full results of our evaluations can be found in Table 1, where this section is
broken up among the different types of questions. For the first set of questions,
the following was found. Question 1 got an average of 4.039 with a standard
deviation of 0.747; 70% of participants found the AT simple. Question 2 had an
average of 4.039 with a standard deviation of 0.662; over 60% of participants
thought the AT was easy to use. Question 3 had an average of 3.078 with a
standard deviation of 1.246; 50% of participants thought the AT was slightly
uncomfortable or moderately comfortable. Question 4 had an average of 4.180
with a standard deviation of 0.523; 90% of participants thought the device was
slightly easy to learn. Question 5 had an average of 4.041 with a standard devi-
ation of 0.706; 70% thought it was easy to recover when they made a mistake.
These results suggest that our interface was accessible to the participants overall,
and sensory replacement steps were incorporated well.

In our second set of guidelines, we found that question 6 had an average
of 3.882 with a standard deviation of 0.816; 70% thought the AT helped them
play the game. Question 7 had an average of 4.196 with a standard deviation
of 1.020; over 70% of participants thought the device did not interfere with the
game’s flow. Question 8 averages 3.706 with a standard deviation of 1.082; 60%
of participants said they could differentiate between the cards in their hands.
However, the high number of twos and standard deviation suggest many had dif-
ficulty. From these results, our developmental guidelines served the AT’s primary
function: allowing the player to enjoy the game as it should.

The following two questions checked the player’s experience with CCG and
whether the device had a good impression on the player. Question 9 had an
average of 2.667 with a standard deviation of 0.931; 80% of participants had
little to no experience playing a CCG, whereas the majority had only heard of a
CCG but never played one. Question 10 had an average of 4.118 with a standard
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deviation of 0.816; over 70% of the players said they would suggest a similar AT
to someone they knew. These results give the impression that most participants
thought the AT was visually friendly and helpful, allowing even a novice to enjoy
the game. Further extrapolation of these results is provided in Sect. 5.

Table 1. These are the results of the ten multiple choice questions asked in our evalua-
tions questionnaire. The first column is the number of question, the 2nd to 6th column
are the number of participants that rated the question, and the final two columns are
the average and standard deviation of the question ratings.

Questions Rating1 Rating2 Rating3 Rating4 Rating5 Average Standard Deviation

1 0 1 10 25 14 4.039 0.747
2 0 1 7 31 11 4.039 0.662
3 4 13 18 4 11 3.078 1.246
4 0 0 3 34 12 4.180 0.523
5 0 2 4 31 11 4.041 0.706
6 0 3 10 26 11 3.882 0.816
7 1 2 9 11 27 4.196 1.020
8 1 9 6 22 12 3.706 1.082
9 3 21 19 4 3 2.667 0.931
10 0 1 10 20 19 4.118 0.816

5 Discussion and Conclusion

When reviewing the results of our evaluations overall, we see a positive outcome,
where the majority of our questions received greater than an average of four with
standard deviations below one. However, a few questions showed mixed results,
such as questions three and eight. Both had high standard deviations, with three
also having a low average. Using question 11, we asked our evaluators what
suggestions they have for the AT to gain insight into what problems occurred
during their evaluations. Their responses showed that the results of question 3
were due to card placement and the robotic-sounding TTS causing discomfort.
The length of the card information led to the result of question eight, which
contributed to participants’ confusing cards in their hands. We created new
guidelines to fix the prior issues to compensate for this lack of foresight.

For future work, we encourage these new guidelines to be followed:

– N1: Secure placement area for CCG card that fixes the card in place and
allows for stable capturing

– N2: TTS voice must be clear and with analog quality; as human as possible
– N3: Split card information into categories and read independently
– N4: Save more than one card at a time, depending on the allowed cards in

hand; if the max is six, save up to six.
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For guideline N1, we want to ensure a precise location for the card. During
evaluations, we noticed the participant having trouble finding a precise location
to place their card, whereas adding a slot will give such a location for placement.
Another issue was that the card could be easily moved due to its light weight;
therefore, slots with a holding capability would assist with this issue. Guideline
N2 addresses the poor TTS quality. TTS is important as it is how we replace sight
with audio, so more significant investments should be made. Where in today’s
market, there are numerous speech recognition software that can be applied.
Amazon Polly and Dragon both offer TTS engines that have human-sounding
voices.

Guideline N3 addresses the information fed to the player per card capture,
where a large amount of information can confuse the user. Therefore, card infor-
mation should be requested for each area by the player’s request, where infor-
mation on the card should be broken up into different categories of computer
memory. Each area on a CCG card relates a different piece of information, which
can be separated into pieces of memory and then read to the player upon demand.
Furthermore, guideline N4 aims at the number of cards in the player’s hands,
whereas, in a game of Yugioh, a player is generally allowed to hold up to six
cards. Therefore, the AT should simultaneously hold up to six cards worth of
information. This idea can then be broken down further in later work. Speech
recognition can be applied here where the different cards would be given a num-
ber to be called out by the user, and following this, the piece of card information
can be read.

Future work will be aimed in two directions: first, to further these current
practices by applying the new guidelines and making further improvements using
the Universal model format; second, by adapting guidelines targeting other dis-
abilities; cognitive, auditory, and motor are generalized examples. The former
continues this work, where further evaluations in larger groups can find more
issues with the current device. Furthermore, where this work showed how OCD
and OCR could be applied, more AI solutions, such as speech recognition with
auditory commands, can be applied in later work. With the guidelines adopted
from video game accessibility proving successful in this work, we can move other
guidelines, such as adjustable zooming being one idea among many. The lat-
ter approach will focus on similar work but apply to other disabilities, where
auditory, cognitive, and motor impairments can impede the player significantly.
Communication is crucial in CCG, for being aware of the phase of their turn an
opponent is in can be critical, making auditory important. The player must hold
their cards in a position to conceal them from their opponent, making a motor
impairment challenging to play around, and cognitive problems can slow down
the game and sometimes prevent players from playing altogether. The main goal
here would be to create an AT that makes the CCG genre UAG.

In the latter half of the last century and this current century, there has been
a large wave of accessible research aimed at digital games, more specifically,
video games, where research in analog gaming has been recent, and most are
not providing a POC. A big field of research in Human-Computer Interaction is
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aimed at assisting the impaired and elderly, and our research is a considerable
contribution to this area. Therefore, we adopted some of the currently available
guidelines for digital gaming and applied them to an analog game genre such
as CCG. Another goal was to test how well AI software, for example, OCD,
OCR, and TTS, could be used to solve this problem. In this research, we have
successfully adopted guidelines to develop a framework, replace vision with audio
using AI, and enhance visuals. To prove our guidelines could work, we created
a POC that followed the algorithm in Fig. 2, where the AT would capture the
card name, locate the name in a database, and read the card information to the
player. To test our POC and gain data, we held a series of evaluations where
participants played a game of Yugioh against an evaluator. After the game, they
would answer a survey so we could gather data, which showed that our AT
successfully gave proper auditory replacement and visual enhancement. Even
more critically, the players could perform correct functions, showing that the AT
could render information successfully to a novice. In this work, we showed that
digital gaming accessibility guidelines could be brought over to analog gaming
and that AI could be used as the primary mechanism in an AT.
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Abstract. Voice assistants, widely integrated into daily life, demon-
strate vast potential across various applications, primarily catering to
typical users with occasional focus on children, the elderly (specifically
those with dementia), but not yet extending to those with mental dis-
abilities. This paper explores the underutilization of Voice User Inter-
faces (VUIs) among individuals with disabilities, particularly those with
mental disabilities. Drawing from Smith and Smith’s [40] emphasis on
inclusive co-design, we advocate for involving individuals with disabil-
ities as well as including domain experts in the development of VUIs
from the outset. The “AI and Educational Sciences Seminar” at the
Otto-von-Guericke-Universität Magdeburg (OVGU) serves as a practical
exploration ground, engaging educational sciences students in develop-
ing an inclusive Alexa Skill for a diverse user group. Establishing a true
co-design process is a complex endeavour, and as Dirks argues in [6], over-
coming social challenges is as crucial as addressing technical ones. This
work presents an initial step towards ‘Developing a Co-Design Process
for digital Speech Assistant (DSA) Systems’, focusing on the presenta-
tion of the concept and the introduction of a local focus group.

Our approach aligns with existing literature on involving domain
experts, technicians, and individuals with disabilities in complex soft-
ware development. To meet the diverse expertise needed for effective
VUI development, we advocate for a comprehensive curriculum cover-
ing technical skills, domain knowledge, and human-computer interac-
tion. The paper concludes by introducing a prototype tool, a Dialog-
Content Management Systems (Dialog-CMSs) for Alexa Skills, enabling
non-programming educational sciences students to contribute to inclu-
sive VUI development.
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Motivation

Technologies for developing digital Speech Assistants (DSAs) or Voice User Inter-
faces (VUIs) have reached an advanced stage [19,42]. Furthermore, VUI and DSA
technology is commercially available for a wide range of users, enabling applica-
tions as home automation, web search, and music control [2]. Additionally, the
market for commercial voice assistants has rapidly grown in recent years. This
growth can be attributed to the inherent naturalness and simplicity of spoken
communication, which contrasts with the need for additional external peripher-
als. VUIs are thus on the one hand seen as easy to use assistants, but on the
other hand still require an adaptation of the human to the technical system,
cf. [36,38].

However, within the community of individuals with disabilities, these systems
are infrequently used and are particularly uncommon among those with mental
disabilities, although those systems are considered beneficial. Speech input is
favoured in comparison to textual input for humans with intellectual disabili-
ties [1,7,18]. Several studies address various approaches to speech assistance sys-
tems that specifically aim to support individuals with mental disabilities [13,21].

The full potential of these technologies for people with disabilities remains
unrealized by currently available products on the market. In their work, Smith
and Smith [40] showcase how they utilize currently available ‘Artificial Intelli-
gence (AI)’ systems to support their daily lives. In their conclusion, the authors
underscore the significance of involving individuals with disabilities in the design
of ‘AI’ software and technology intended for use by those with disabilities. They
advocate for true co-design, where individuals with disabilities actively con-
tribute to the design process.

VUI Technology Potential and Terminology

The term AI is commonly used across the media, industry, and academia to
describe computer technologies capable of solving complicated problems or pos-
sessing ‘intelligent’ behaviour [20,24,35,45]. It frequently refers to technologies
underpinned by Machine Learning (ML) algorithms. In the field of Speech Tech-
nology, the terminology is often ambiguous, covering a broad spectrum of related
technologies known by similar names, including Voice User Interfaces (VUI), dig-
ital/smart speech or voice assistants, virtual personal assistants, (spoken) dia-
logue systems, conversational interfaces, and conversational agents, to name a
few. This is especially true for digital Speech Assistant (DSA), which are at times
collectively referred to as ’AI assistants’, adding to the confusion by merging dis-
tinct concepts under one umbrella. In this paper, the term Voice User Interface
(VUI) will be used for all types of technical interfaces that allow users to operate
technical systems via speech. Within this paper, DSA are understood primarily
as examples of VUI-Level 2 and VUI-Level 3, according to the subsequent VUI
classification.

Siegert et al. and Busch et al. differentiate between three different VUI lev-
els [3,38]. This categorization is based on the required capabilities for a successful
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interaction and reflects the necessary technical complexity for implementation of
said VUI systems. This classification aims to highlight the potential for the use
of speech technology and to support categorizing individual terms and concepts.
However, this overview remains broad and not exhaustive.

VUI-Level 1—Voice Commands1

Focusing on straightforward interactions, this level is characterized by basic
voice commands for immediate tasks. In the context of smart homes, it enables
users to control devices—such as turning lights on/off, adjusting thermostats,
setting timers, or playing music—using voice commands. The system’s responses
are typically limited to confirmations. For interpreting user requests, Automatic
Speech Recognition (ASR) and Natural Language Understanding (NLU) sys-
tems are generally sufficient. Additionally, a ’Slot-Filling’ technique, facilitated
by the NLU, can be used to gather any missing information [33]

VUI-Level 2—Voice as Intelligent Process Support (see footnote 1)
Enhancing user support, VUIs at this level process complex user queries and
apply domain knowledge using a Dialogue Manager (DM) component supple-
mented by knowledge graphs or external databases when necessary. Both rule-
based, for precise dialogue flow and easy integration of external sources, and
statistical approaches, for adaptable and robust dialogues, are used in DM imple-
mentation. Rule-based methods demand manual development of dialogue states,
while statistical models learn from existing conversations, making them scalable
but challenging to develop without extensive annotated dialogue data [11,23].
In practice, VUI-Level 2 functionalities can be developed as ‘Alexa Skills’ [17],
exemplified by skills for purchasing train tickets or delivering interactive audio
plays for entertainment.

VUI-Level 3—Voice as Personalized Digital Assistant (see footnote 1)
Characterized by advanced personalization, this level sees Voice Assistants (VAs)
adapting dialogues and responses according to users’ needs, preferences, and
expertise. Rooted in the concept of Companion Systems, it encompasses proac-
tive information provision, suggestion of alternative actions, error notification,
and the alignment with users’ overarching goals. Currently, VUI Level 3 is mainly
in the research stage, focusing on developing capabilities for negotiating complex
solutions and offering highly personalized user support [32,44].

Reflecting on the systems discussed by Smith and Smith [40], many of the
mentioned commercial systems can be categorized under VUI-Level 1. Further-
more, it’s important to note that interactions with speech technology (particu-
larly at Level 2 and with DSA) involve social effects such as anthropomorphi-
sation, which significantly influences users’ expectations and perceptions of the
system’s capabilities. If a DSA fails to meet these expectations, the interaction
is often perceived as confusing, complicated, or unfriendly [16].

This highlights that the successful development of speech technology assis-
tance projects require more than just technical competencies; understanding and
1 as described in [3,38].
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addressing the social dynamics at play are crucial for enhancing user experience
and acceptance. In the realm of GUIs, some existing design guidelines also con-
sider the needs and abilities of people with disabilities (mostly visual). Especially,
the HTML Accessibility Standards, which, to some extent, also consider individ-
uals with mental disabilities [9]. Unfortunately, such guidelines or development
tools do not exist for VUI design. In the area of traditional voice dialogue sys-
tems, i.e. call centre services, there is a uniform standard with VXML2, but it
does not take into account the special needs of users (whether with or without
disabilities).

Similarly, to the best of our knowledge, there is no research available on how
VUIs, especially in the design of VUI-Level 2 interactions, should be developed
to meet the special needs of users with mental disabilities. Currently, existing
research is mostly in an explorative stage, where current available VUIs and
DSAs are analysed, for different forms of treatment, cf. [1,18,21,43]. Therefore,
this paper presents the first steps in the direction of developing a co-design
approach for VUIs with a focus on people with mental disabilities.

‘AI’ and Educational Sciences Seminar at OVGU

In the seminar ‘AI and Educational Sciences’ initial experiences are gathered
to foster a more diverse development process of VUIs. Students majoring in
educational sciences serve as domain experts and develop an Alexa Skill for a
diverse user group with various limitations. The development process is iterative,
and the progress is reflected regularly with users from the target group.

In the following, the seminar concept and initial findings regarding the inter-
action of the target group with VUIs will be presented.

Emphasizing previous studies highlighting the challenges and benefits of
involving domain experts, technicians, and individuals with disabilities in the
development process of complex software solutions [31,39], we argue that these
efforts need to be intensified, particularly for the development of VUIs. Devel-
oping successful interactions with voice assistants is a challenging task that
requires expertise in various domains [5,15]. In addition to technical skills (spo-
ken language understanding, software development), having an understanding
of Human-Computer-Interaction and human interaction in general (formulating
system responses, usability analysis, defining system behaviour) is crucial for
VUI development. Additionally, VUI projects require expertise about the target
audience (prior knowledge of users, interaction behaviour of the user group as
well as the individual needs and abilities of the users) and domain knowledge of
the specific use case.

Murad and Munteanu [25] provide an overview of VUI designers’ education,
arguing that, “[. . . ] more HCI designers will need the appropriate knowledge
to design for these emerging interfaces. HCI curricula need to be adapted to
account for voice as an emerging form of interaction[. . . ]” [25]. Building upon

2 Voice Extensible Markup Language: https://www.w3.org/TR/voicexml21/.

https://www.w3.org/TR/voicexml21/
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this foundation, our research seeks to broaden this perspective by emphasizing
the value of diverse development teams. Specifically, we focus on the integra-
tion of educational science students into AI development processes, arguing that
such involvement enriches the students’ learning experience and enhances the
development process by incorporating domain expertise and digital competen-
cies. This, in turn, facilitates the provision of digital competencies and accessible
knowledge for teaching and assisting individuals with disabilities

In [6], Dirks points out the multifaceted challenges of inclusive co-design, not-
ing the lack of user inclusion with disabilities in development projects despite the
recognized advantages of participatory approaches. It is also stated that address-
ing these challenges necessitates the creation of a fair and integrative environ-
ment that supports voluntary participation without conflicts and is mindful of
communication to prevent false expectations.

Hence, the seminar ‘AI and Educational Sciences Seminar’ is embedded
within the course ‘Werkstatt Uni—Inclusive University Education’ at Otto-von-
Guericke-University Magdeburg. This workshop and seminar is offered in coop-
eration with the sheltered workshop of the’Pfeiffersche Stiftungen’, providing a
practical platform for mutual learning and development among students and par-
ticipants. The course is inspired by the philosophy of “Encountering the World”
[28] and aims to support individuals with disabilities in their personal develop-
ment by offering learning opportunities within Vygotsky’s “Zone of Proximal
Development” [4,8].

Additionally, the workshop expands its educational scope through’learning
corners’ that address a wide array of life skills, ranging from foreign languages
and basic math to practical technology applications in everyday life. This mul-
tifaceted approach creates an ideal setting for the’AI and Educational Sciences’
seminar. The learning corners serve as an ideal starting point for the’AI and
Educational Sciences’ seminar, having established a trusting atmosphere where
all participants can voluntarily engage and immerse themselves in new experi-
ences and shared discussions. Alongside the learners, caregivers, students, and
educators are also keen on exchanging ideas and engaging with voice assistants.

Looking forward, we plan to leverage this environment to collaboratively
develop guidelines for co-designing VUI and DSA projects. This will enable early
identification and discussion of challenges and opportunities from technical, pro-
fessional, social, and ethical perspectives.

Both, seminar and workshop are part of the Project ‘Labor inklusive
Erwachsenenbildung(-sforschung)’ that is conducted by the chair of Educational
Science Specializing in Scientific Continuing Scientific Education and Continuing
Education Research led by Prof. Dr. Olaf Dörner.

Scientific Objectives of the Current Iteration

In its first iteration, the “AI and Educational Sciences Seminar” aims to address
the following issues:
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1. Creating a technical platform that enables educational science students to
take an active role in the development of VUI systems.

2. Gathering initial experiences of our local focus group to understand attitudes
towards new technology.

3. Collecting first-hand experiences on how individuals with disabilities interact
with DSA systems.

This work introduces a Dialog-CMS designed to assist students in adopting
the role of a VUI designer. Utilizing this Dialog-CMS, students have implemented
a prototype Alexa Skil—an interactive audio play. The interaction extends
beyond single user commands and, because of its extended dialogue sequences,
it is comparable to systems from VUI-Level 2. In our “AI and Educational Sci-
ences Seminar”, early iterations of the prototype, which is still in development,
have been presented to individuals with mental disabilities. This allowed for
initial observations of interactions between these individuals and DSA systems.
Furthermore, a questionnaire by Spelter et al. [41], an adaptation from the tech-
nology commitment model by Neyer et al. [27], was used to inquire about the
technical commitment of our local focus group.

Dialogue Systems and Alexa: Understanding VUI Design

Within the seminar, an Alexa Skill is developed as a practical example of a
VUI. Alexa, a widely used DSA system, often operates within the Smart Home
ecosystem is used offers the possibility to develop Alexa Skills through the Alexa
Service Kit (ASK) [17] and the Alexa Service. The dialogue between the user
and Alexa follows a turn-based structure, where interactions are divided into
user and system turns without overlap-Alexa does not listen while speaking,
preventing it from being interrupted. Each input from the user is mapped to a
specific intention.

Figure 1 provides a general overview of the subtasks in a speech processing
pipeline, corresponding to a commonly used architecture for VUI and DSA sys-
tems, where processing is understood as a’pipeline’ of several subtasks [17,22].
The upper half processing pipeline depicts how the dialogue system evaluates
the user’s ‘utterance’. The lower half illustrates how the system’s responses are
generated. The dialog manager orchestrates these two pipelines using the dialog
context (history of the actual conversation) and external services to properly
interpret the utterances and generate appropriate answers.

The acoustic signal captured by the device is first converted into text form
by an Automatic Speech Recognition (ASR) component. Based on this text, the
Natural Language Understanding (NLU) component attempts to assign one,
and in some VUIs, multiple intents to the user’s utterances’. An intent can be
associated with additional information. In the case of Alexa, these additional
pieces of information are referred to as slots’. They are used to recognizing
variables in the user’s statement.

For example, the utterance “I want to depart from Magdeburg” could be
assigned the intent tellDeparture’ with the slot (location = Magdeburg’). Based
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Fig. 1. Classical processing pipeline of dialog systems, as described in [22]

on the results of the NLU component, the DM of the VUI makes the decision
on which action the system will perform next. This decision can be informed
by context information that represents the state of the conversation or informa-
tion about the user, as well as external information sources (databases, external
interfaces). The system can also use program interfaces to initiate actions.

If the user is to be replied to, the Response Generation (RG) component must
first generate a text response, which is then converted into audio signals by the
Text to Speech (TTS) component. For Alexa Skills, several voices are available.
The device will then play this audio stream, thus completing the conversation
turn of the DSA / VUI.

Additionally, Fig. 1 also shows which subtasks are taken over by the Alexa
Service. In the context of Alexa Skills, the NLU and, to some extent, the ASR
components can be configured through the so-called interaction model. The inter-
action model includes the definition of intents, slots, and corresponding user
utterances. The utterances are example statements of how users might express
certain intents. The entire interaction model can be configured and tested with-
out programming knowledge via the Alexa console of the Alexa Service3. More-
over, in our current development state, all responses of the system are predefined
as text modules. It is possible to insert dynamic content through variables in text
by using information from the dialogue context and external services. However,
technologies such as Natural Language Generation (NLG) are not utilized. In
future versions of the Dialog-CMS, the use of Large Language Models (LLMs)
is to be tested to try out features such as personalization of the response texts,
similar to VUI-Level 3 features.

Rapid VUI Prototyping with Dialog-CMS

To enable students without programming experience to design interactions, a
Dialog-CMS for rapid prototyping was developed. Figure 2 shows the connection
3 see https://developer.amazon.com/alexa/console/ask.

https://developer.amazon.com/alexa/console/ask
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between our Dialog-CMS and the DM of our system. As previously mentioned,
the Amazon Alexa Service platform is responsible for ASR and NLU. Further-
more, the figure displays how the roles of User, VUI-Designer, and Developer
interact with the overall system architecture. The User ’s interaction with our
Alexa Skill is similar to the process described in Fig. 1.

Fig. 2. Software Architecture Dialog-CMS and Alexa-Skill

First, the Alexa device transmits the spoken data to the Alexa Service, which
then sends the NLU results and other metadata to our backend (represented as
‘Dialogue Manager’ in Fig. 2). Seminar instructors, in the role of Developers,
oversee the software system’s stability, fix errors, and develop links to external
services like databases and web services, if necessary.

Students can modify the NLU through the Alexa Console4 and can take on
the role of VUI-Designers, defining the skill’s behavior, training NLU, and ana-
lyzing the quality of the interaction model. Students, acting as VUI-Designers,
configure the dialog definition in the Dialog-CMS. The dialog definition consists
of two parts: the definition of text blocks (name and content of the text block)
and the dialog states, which represent the behavior of the Alexa Skill. The dia-
log states are a rule-based approach to determine how the DM responds to user
intents.

User statements can alter the state of the conversation, Fig. 3 shows an exam-
ple dialog. The depicted dialog consists of three dialog states: welcome, question,
and end. Furthermore, the initial start state is also defined in the dialog defi-
nition. Additionally, only two user intents (Yes’ and No’) are considered in this
dialog; reactions to help intents are not shown. The Dialog State-Machine deter-
mines the handling of subsequent user intents, based on the present conversation
state and the recognized user intent. This current state of the conversation is
4 https://developer.amazon.com/alexa/console/ask.

https://developer.amazon.com/alexa/console/ask
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Fig. 3. Example Dialog State-Machine visualized as Graph

stored in the Dialog Context by the DM. According to the user intent, the Dialog-
State Machine will perform a transition to the next suitable state and the DSA
will utter the corresponding text.

Table 1. Example Dialog State-Machine visualized as Graph

State Name Dialog-End Prompt-Text Help-Text Yes No

welcome 0 welcomeText welcomeHelp question end

question 0 question question end question

end 1 endText

The current version of the Dialog-CMS utilizes Google Sheets5 as a frontend
for VUI-Designers. This allows non-programming experts to have an easy access
to the states, intent definitions and systems responses on the one hand and
also allows the ASK to access the data through an easy API. Students are only
required to specify the conversation flow as a State-Transition Table. Table 1
presents the corresponding State-Transition Table for the state machine from
Fig. 3. Each state is listed as a separate row. The columns Yes and No indicate
how the system responds to the corresponding intent. Moreover, Table 1 displays
which text block is used es respone when the State-Machine reaches that state.
In addition, the VUI-Designer can define what help text is pronounced if the
user uttered no valid intent. VUI-Designers can also configure whether this state
concludes the conversation.

Experimental Design

This study primarily provides an initial general overview of a local focus group
comprising individuals with mental disabilities and their interaction with tech-
nology, particularly voice assistants. Technological affinity indicates how com-
fortable people feel with technology and whether they are open to its use or
5 https://docs.google.com/spreadsheets.

https://docs.google.com/spreadsheets
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tend to avoid it. Although various questionnaires assess technological affinity
[14,26,29], few are suitable for individuals with mental disabilities. Consequently,
this work utilizes a modified questionnaire designed for people with aphasia
[27,41].

The survey adopted the same three categories from [27]:

Technology Acceptance primarily reflects personal interest in technological
innovations.

Technology Competence Beliefs represent both biographically accumulated
experiences with familiar technologies and the subjective expected adaptabil-
ity to as yet unknown technological innovations.

Technology Control Beliefs subjective perceptions of influence and control
expectations over technical processes and their consequences in the personal
environment and for one’s own life.

The survey comprises 12 questions, four for each category. Participants can
answer each item with either stimmt gar nicht (not true at all), stimmt wenig
(little true), stimmt teilweise (partly true), stimmt ziemlich (quite true), stimmt
völlig (completely true). For analysis of the results, these answers are mapped
to −2 to 2 with 0 being the neutral answer (partly true). During answering the
survey, participants were supported by students and educators.

No medical data was collected in this preliminary study. It is important to
note that the abilities and limitations of individual participants vary greatly, and
thus experiences and prerequisites are highly individualized and thus difficult to
generalize. The findings of this study are therefore initial indicators and experi-
ences; they are not intended for a reliable investigation and conclusive findings
on interactions with VUI/DSA systems and individuals with mental disabilities
in general.

The first prototype developed in the seminar was tested to identify difficul-
ties encountered during use. Six volunteers were asked to interact with the Alexa
Skill. The prototype was implemented as an audio play where Alexa guides the
user through a story that aims to convey information on the “UN Convention on
the Rights of Persons with Disabilities”. The skill provided a brief introduction
and then asked the user if they wanted to hear more information. Additionally,
the information was thematically divided into different landscapes (Antarctica,
Arctic, Desert, and Jungle). Each landscape was represented by an animal char-
acter that narrated its part in a different voice. The current iteration of the
prototype supports the following additional intents alongside Amazon’s default
intents: HelpIntent, YesIntent, and NoIntent. During the interaction, observers
assisted only in cases of repeated problems.

After the interaction with the Alexa Skill, semi-structured interviews were
conducted individually with each participant.

Results

Figure 4 depicts the results of the survey on simplified technological affinity. The
simplified Technology Affinity Questionnaire was completed by 20 participants
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Fig. 4. Resulting ratings of the conducted survey on simplified technological affinity.

during the workshop. All participants were individuals with mental disabilities.
For the dimensions of technology acceptance and technology beliefs, participants
tend to lean towards the maximum poles. Thus, it seems that there are two
distinct groups with varying degrees of acceptance and control belief. Regarding
the dimension of competence beliefs, however, there is no clear maximum. Here,
it seems that participants have a wide range of competence beliefs and can
handle technology more or less effectively. It is important to mention in this
analysis that the utilized survey is more focused on technology in general and
not directly oriented towards the use and experience of VUIs. In comparison
to other surveys, which have not specifically targeted individuals with mental
disabilities but have focused on the use and acceptance of voice assistants, a
similar distribution, especially for the dimension of acceptance, is observed [10].
Thus, it seems plausible to infer from this general technological affinity to the
affinity regarding voice assistants.

The Alexa Skill was tested by 6 voluntary participants from the seminar.
Two of these participants had prior experience with VUI technology (Alexa and
Siri). The skill was launched by the investigators using the invocation word ’Mei-
nungswerkstatt.’ The investigators then observed the interaction and intervened
only if the participants actively requested assistance or if the conversation was
on the verge of termination. Overall, 3 participants were able to navigate the
entire conversation without assistance. In the following, interesting observations
of the three remaining participants and their interaction will be reported.

One individual reported difficulties understanding Alexa’s statements
approximately after 3 min into the conversation, prompting the experimenter
to adjust the device’s volume. It is noteworthy that this individual successfully
interacted with the skill until that point, responding to the system’s questions
with yes or no. For the second participant who received assistance, the con-
versation was terminated by Alexa. Technologically, this can be explained as
follows: during interactions with Alexa Skills, users have approximately 8 s to
formulate a response; if the system does not detect speech within this time, a
‘reprompt’ can be issued. If this ‘reprompt’ is also not answered within 8 s, Alexa
may terminate the conversation, assuming the user is no longer interested in the
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interaction. In the case described above, the second participant took longer to
formulate a response, and when they did speak, the response was too quiet. As
a result, Alexa interrupted the user with the ‘reprompt’. Subsequently, the indi-
vidual was confused and unable to respond to the ‘reprompt’. However, after a
short pause and restarting the interaction, the participant was able to navigate
it smoothly. In the post-interaction discussion, this participant noted that they
did not always understand why the system behaved accordingly.

These or similar situations highlight the problems that could arise in a VUI
development project. The root cause here was an inadequate collection of all
possible utterances for the corresponding intents. In VUI development projects,
this is a common cause of errors, as VUI designers cannot always conceive of
all possible statements and responses during the design phase. Therefore, user
tests are so relevant for the development of speech technology. However, it also
shows how difficult it can be to receive feedback from the target group of peo-
ple with mental impairments. It is questionable whether the person could have
described their problem in an automated feedback survey. Moreover, it demon-
strates that systems intended to support this target group permanently require
validation of the conversation to independently recognize exceptional situations
and offer individualized assistance. However, these capabilities require complex
implementations of VUI-level 3.

Discussion and Outlook

Our study aligns with the results of other studies in confirming the use of VUI
technology as a positive experience [1,18,21]. Thereby, our paper comprises three
parts, stated in the following research questions:

1. Creating a technical platform that enables educational science students to
take an active role in the development of VUI systems.

2. Gathering initial experiences of our local focus group to understand attitudes
towards new technology.

3. Collecting first-hand experiences on how individuals with disabilities interact
with DSA systems.

Regarding the first research question, we introduced the Dialog-CMS, a tool
that allows for the independent development and testing of an Alexa Skill within
the ‘AI and Educational Sciences Seminar’. In the future, the Dialog-CMS will
be expanded with an editor that enables direct editing of the conversation flow
according to the ’Visual-Programming’ approach. This would mean that students
no longer need to convert the state machine (as shown in Fig. 3) into a State-
Transition Table (see Table 1).

Regarding the second research question, the simplified Technology Affinity
Questionnaire proves to be a suitable initial step. However, it was noticed in our
experiments with our group of participants that the questionnaire could not be
answered by our participants without assistance. They encountered difficulties
while completing it, as some questions are negated, the relation of questions to
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their own everyday lives was sometimes hard. A uniform format of questioning
and perhaps more concrete connections to daily life would have been helpful for
our user group. For the continuous development of the VUI application, repeated
surveys measuring the attractiveness, e.g. AttrakDiff [12], user experience or
usability, e.g. UEQ+ [34], of VUI-systems would be beneficial for comparing
different iterations of development. But these other surveys would need to be
adapted for the use by people with mental disabilities. Tools from usability
research would be particularly relevant for targeted design decisions.

Through initial experiences, we are optimistic about the use of VUI. The
current iteration of the ‘AI and Educational Sciences Seminar’ is a first step
to answer to the third research question. Overall, our focus group reflects an
interest in this technology. Many participants find the use of voice for control-
ling simpler systems to be sensible. However, it is shown that more complex
dialogues (interactions with multiple turns) require examination to ensure the
skill has knowledge of the dialogue flow and then needs dialogue strategies to
early detect when the conversation is not functioning correctly, for example, run-
ning in a loop, and to offer adequate and individualized assistance. This requires
implementations of VUI level 2 or VUI level 3. How such interventions tailored
to individual needs can look has been discussed in [30,37] for people without
mental disabilities.

Overall, it becomes clear that involving user groups at an early stage is ben-
eficial, as user behaviour can vary significantly from one individual to another.
Particularly, there is a notable limitation, as current and previous studies have
limited experience in developing longer and more complex dialogues. These dia-
logues are essential for supporting people with mental impairments and involve
extended user requests, system responses, and more complex interactions in gen-
eral

Especially, different types of support must be offered to users, ideally by the
system itself. For these challenges, there is a need for a ‘Co-Design Guideline’
for developing more complex inclusive VUI applications. This includes provid-
ing simple design tools for dialogue flows and developing adapted measurement
methods, such as dialogue success, usability, and attractiveness. Additionally, it
involves extending the research to longitudinal studies, enabling the examination
of long-term usage and training effects. Therefore, a goal could be to collabora-
tively develop DSAs of VUI level 3 that can offer ongoing support to users with
mental impairments in their daily lives.
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24. Mühlroth, C., Grottke, M.: Artificial intelligence in innovation: how to spot emerg-
ing trends and technologies. IEEE Trans. Eng. Manage. 69(2), 493–510 (2020)

25. Murad, C., Munteanu, C.: Designing voice interfaces: back to the (curriculum)
basics. In: Proceedings of the 2020 CHI Conference on Human Factors in Com-
puting Systems (CHI 2020), pp. 1–12. ACM, New York (2020). https://doi.org/
10.1145/3313831.3376522

26. Murphy, C.: Assessment of computer self-efficacy: instrument development and
validation. Educ. Psycholog. Measur. 49(4), 893–899 (1988)

27. Neyer, F.J., Felber, J., Gebhardt, C.: Entwicklung und validierung einer kurzskala
zur erfassung von technikbereitschaft. Diagnostica (2012)

28. Platte, A.: Alle Kinder lernen lesen...?! Inklusive Didaktik und Schriftspracherwerb,
Zeitschrift für Inklusion (2007)

29. Popovich, P., Hyde, K., Zakrajsek, T., Blumer, C.: The development of the atti-
tudes toward computer usage scale. Educ. Psychol. Measur. 47, 261–269 (1987).
https://doi.org/10.1177/0013164487471035

30. Prylipko, D., et al.: Analysis of significant dialog events in realistic human-
computer interaction. J. Multim. User Interfaces 8, 75–86 (2014)

31. Rajapakse, R., Brereton, M., Sitbon, L., Roe, P.: A collaborative approach to
design individualized technologies with people with a disability. In: Proceedings of
the Annual Meeting of the Australian Special Interest Group for Computer Human
Interaction, pp. 29–33. ACM, New York (2015). https://doi.org/10.1145/2838739.
2838824

32. Schmidt, M., Braunger, P.: A survey on different means of personalized dialog out-
put for an adaptive personal assistant. In: Adjunct Publication of the 26th UMAP,
pp. 75-81. ACM, New York (2018). https://doi.org/10.1145/3213586.3226198

33. Schnelle-Walka, D., Radomski, S., Milde, B., Biemann, C., Mühlhäuser, M.: Nlu
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37. Siegert, I., Krüger, J.: How do we speak with alexa - subjective and objective assess-
ments of changes in speaking style between HC and HH conversations. Kognitive
Systeme 1 (2018)

38. Siegert, I., Busch, M., Metzner, S., Krüger, J.: Voice assistants for therapeutic
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Abstract. Recently, several attempts have been made to quantitatively evalu-
ate covert attention, using microsaccades. Simultaneously, the number of reports
on microsaccade-detection algorithms has also increased. In particular, the EK
method proposed by Engbert et al. in 2003 and the OM method proposed by
Otero–Millan et al. in 2014 are still being utilized in many works. However, most
of the microsaccade-detection algorithms proposed so far assume that the mea-
sured eye movement data do not include blinks or saccades, and there are very few
reports on the detection ofmicrosaccades usingmeasurement data obtained during
free viewing, which include such information. If microsaccades can be detected
from the measurement data obtained during free viewing, in which blinks and sac-
cades are mixed, it will be possible to evaluate potential attention without requir-
ing fixation in experimental protocols. This can further the applied research on
microsaccades. Therefore, in this study, we investigate an algorithm for detecting
microsaccades in themeasurement data obtained during free viewing, and conduct
experiments on the effect of free-viewing eye movements on microsaccades. The
results suggest that a combination of a microsaccade-detection algorithm using
the EK method and an amplitude threshold may be able to detect microsaccades
in free-viewing data as well as fixed-point viewing data.

Keywords: Covert Attention · Fixational Eye Movement · Microsaccades ·
Interval of Occurrence · Gaze Point

1 Introduction

Our eyes are constantly moving; even when we stare at a fixed point, minute eye move-
ments are always occurring [1]. These involuntary eye movements are known as fix-
ational eye movements, and their characteristic behavior is classified into three types:
microsaccade, drift, and tremor. Previously, fixational eye movements were assumed to
be nothing more than a spasm of the nervous system, simply correcting the deviation
of the gaze from the gaze target. However, in 1804, Troxler discovered a phenomenon
in which vision disappeared with a decrease in fixational eye movement [2]. Later, in
1860, Helmholtz Helmholz announced that moving the line of sight in small increments
prevented vision loss for stationary objects [3]. In the 1950s, with the development of
measuring equipment, it became possible to isolate microsaccades from eyemovements;
thus, experiments to directly measure the relationship betweenmicrosaccades and visual
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ability increased [4–6]. In the 1990s, researchers began to study the types of neural activ-
ities produced in the eye and brain by fixational eye movements, and it became clear
that fixational eye movements were closely related to higher brain functions [7, 8]. In
2003, Engbert and Kliegl reported the possibility of the orientation and frequency of
microsaccades containing information on potential attention [9], and attempts began to
quantitatively evaluate the potential attention from microsaccade information.

Previous studies have evaluated the level of arousal while driving a car, based on the
information frommicrosaccades [10]; the performance during exercise [11]; and a group
of patients with dementia [12]. Simultaneously, the number of reports on microsaccade-
detection algorithms has increased. In particular, the EK method proposed by Engbert
and Kliegl in 2003 [9] and the OMmethod proposed by Otero–Millan et al. in 2014 [13]
are microsaccade-detection algorithms that can still be found in many works. However,
most of the microsaccade-detection algorithms proposed so far assume that the mea-
sured eye movement data do not include blinks or saccades. There are very few reports
on the detection of microsaccades using the measurement data during free viewing,
which include such information. If microsaccades can be detected from the measure-
ment data obtained during free gaze, in which blinks and saccades are mixed, it will
be possible to evaluate the potential attention without requiring fixation in experimental
protocols, which can lead to further applied research on microsaccades. Therefore, in
this study, we investigate an algorithm for detecting microsaccades in the measurement
data obtained during free viewing, and conduct experiments on the effect of free-viewing
eye movements on microsaccades.

2 Method

The subjects of our experiments were 20 healthy young men and women (Mean ± SD:
21.8± 1.5 years old) with no history of nervous-system disease. The subjects were fully
informed of the experiment in advance and consented to participate. This experiment
was conducted after obtaining approval from the Toyama Prefectural University ethics
committee (R3-3).

An eye-mark recorder EMR-9 (Nac Image Technology, Tokyo) with a temporal reso-
lution of 240 Hz was used as the microsaccade measuring instrument. The measurement
posture during the experiment was a resting sitting position, and EMR-9 was fixed to a
chin table used in ophthalmology. In addition, before themeasurement ofmicrosaccades,
calibration of nine points was always performed using EMR-9.

The microsaccade task in this experiment consisted of two types of tasks: a “single-
point–gaze task” in which participants gazed at a fixed point 1 m away for 120 s, and a
“free-gaze task” in which they searched a white wall 1 m away for 120 s. The microsac-
cade task was performed in the same way as the free-gaze task, with a single point of
view at each point of view. In this experiment, we attempted to detect microsaccades in
the data measured during free eye movement by comparing the results of each experi-
ment on a single-point–gaze task and free-gaze task. The microsaccades detected were
examined in terms of themicrosaccade onset interval, amplitude, andmaximumvelocity.
Considering the influence of the order, the measurement order of each measurement task
was randomized. The subjects were not allowed to move their eyes extremely quickly
or extremely far out of the measurement range of the eye-mark recorder.
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3 Microsaccade Detection Methods

Various methods have been proposed for detecting microsaccades; there is no unified
method. However, microsaccades must be outliers in the velocity space; thus, in this
study, we used a detection algorithm modeled after the “EK method” proposed by Eng-
bert and Kliegl in 2003. In the EK method, the blink-removal method and analysis
interval are not strictly determined, and the detection algorithm using the EK method
did not assume the detection of mixed saccades in the time-series data. Therefore, in this
study, we attempted to separate the saccade component from the microsaccade time-
series data by setting an amplitude threshold for the detected jumping eye movements.
We also checked the effect of each amplitude threshold on the experimental results by
comparing five different amplitude thresholds of 0.25, 0.5, 0.75, 1.0, and 1.25 deg. The
microsaccade-detection algorithm used in this study is described below:

1. To exclude the effect of blinking, for each time-series data acquired from the left and
right eyes, if there is a section that has been determined to be a blink even in one
place in the same time zone, then all are replaced the value with 0 from 0.02 s (five
points) before to 0.02 s (five points) after the blink occurrence time. The interval is
treated as a missing-data interval from then on.

2. All time-series data in EMR-9 are displayed in pixel coordinates; thus, they are
converted to angular coordinates using Eq. (1).

θx = 44 ∗ Px

639
− 22

θy = −33 ∗ Py

479
+ 16.5

(1)

3. The time-series data of the velocity component are obtained using Eq. (2). After that,
the 120 s time-series data are simply divided into 5 s intervals (Fig. 1).

�vxn = �xn+2 + �xn+1 − �xn−1 − �xn−2

6�t

�vyn = �yn+2 + �yn+1 − �yn−1 − �yn−2

6�t

(2)

4 The detection threshold ηx,y is derived for all divided time-series data according to
Eq. (3) and Eq. (4), where <… > denotes the median value. In this experiment, the
value of λwas set to 4, and if the time series data contain missing data intervals, these
intervals are excluded from the analysis.

σx,y =
√〈

v2x,y
〉
− 〈

vx,y
〉2 (3)

ηx,y = λσx,y (4)

5. The time-series data of the left and right eyes are transformed into the feature space(
vx
ηx

)2 +
(
vy
ηy

)2
using the derived detection thresholds. In this case, jumping eye

movements with a minimum duration of 0.08 s (2 points) or more, which exceed “1”
in the feature space occurring at the same time in the left and right eyes, are selected
as “microsaccade candidates” (Fig. 2).
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Fig. 1. Transformation from coordinate space to velocity space. (a) left eye 5-s, (b) right eye 5-s.

Fig. 2. Microsaccade candidates detection using binocularity. (a) left eye 5-s, (b) right eye 5-s.

6. The amplitude values of the selected microsaccade candidates for each eye are
checked. If the amplitude value of either the left or right exceeds the preset amplitude
threshold, this is identified as a saccade component, and the interval is considered a
missing-data interval. Steps ➃ through ➅ are then repeated.

7. If the amplitude values of all the selected candidate microsaccades are below the set
amplitude threshold, these candidates are selected as microsaccades.

8. Each 5 s time-series data converted to the feature space are concatenated into a
single time-series data again (Fig. 3). The interval of occurrence of microsaccades
is calculated from the concatenated 120 s time-series data. Here, referring to the
refractory period of saccades, the normal range for the interval of occurrence of
microsaccades is set in the range of 0.2–6 Hz, and values outside the normal range
are excluded from the analysis. The microsaccades are identified as microsaccades
when all the above conditions are met.
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Fig. 3. Examples of concatenated time-series data. (a) left eye 0–20 s, (b) right eye 0–20 s.

9. In this study, three items are calculated for each microsaccade detected in the 120 s
time-series data: interval of occurrence [Hz], amplitude [deg], andmaximum velocity
[deg/s], and the median value of each is considered representative of the subject
(Fig. 4). As the amplitude and maximum velocity of the microsaccade are calculated
for each eye, the average of the values calculated for the left and right eyes is defined

Fig. 4. Examples of the derivation of three indicators of microsaccade used in this experiment.
(a) interval of occurrence, (b) amplitude, (c) maximum velocity.
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as the amplitude and maximum velocity of the microsaccade in this experiment. The
amplitude of themicrosaccade is calculated byfinding theEuclidean distance from the
angular coordinates of the start and end times of the microsaccade, and the maximum
velocity is calculated as the maximum velocity amplitude of the microsaccade, which
occurs between the start and end times of the microsaccade.

4 Results

Figure 5 shows a typical example of the velocity space during a single-point–gaze task
and the free-gaze task obtained from the same subject. During the single-point–gaze
task, the gaze is directed to a fixed viewpoint; therefore, there is no significant variation
in the time-series data. On the contrary, the saccade component is superimposed on the
time-series data during the free-gaze task because the gaze is not fixed, and the velocity
amplitude is larger than that during the single-point–gaze task. Next, Fig. 6 shows a
typical example of the feature space during the single-point–gaze task and free-gaze
task. Compared to the single-point–gaze task, the amplitude value of the vertical axis

left eye right eye

Fig. 5. Typical example of the velocity space. (a) single-point–gaze task, (b) free-gaze task.
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is larger and the number of microsaccade candidates detected is higher in the free-gaze
task.

Next, Fig. 7 shows the changes in the feature space and selected microsaccade can-
didates when an amplitude threshold is set for the selected microsaccade candidates,
which is a feature of the detection algorithm developed in this experiment. In the free-
viewing task, the vertical axis of the feature space shows larger valueswhen no amplitude
threshold is set. On the other hand, by setting an amplitude threshold for the selected
microsaccade candidates and continuing to exclude candidates until the amplitude falls
below the threshold, we can confirm that the vertical axis of the feature space becomes
smaller, even during the free-viewing task.

left eye right eye

Fig. 6. Typical example of the feature space. (a) single-point–gaze task, (b) free-gaze task.

The mean interval of occurrence calculated from all subjects is presented in Fig. 8.
The interval of occurrence during the single-point–gaze task is 1.11 ± 0.49 Hz. During
the free-viewing task, the amplitude thresholds are 1.24 ± 0.45 Hz at 1.25 deg, 1.14 ±
0.41 Hz at 1.0 deg, 1.02 ± 0.47 Hz at 0.75 deg, 0.84 ± 0.4 Hz at 0.5 deg, and 0.69 ±
0.29 Hz at 0.25 deg. Statistical analysis is performed using a paired t-test for each value
during the single-point–gaze task and free-gaze task. The results show that the values
are significantly lower during the free-gaze task when the amplitude threshold is 0.25
and 0.5 deg, compared to the single-point–gaze task (p < 0.05).
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left eye right eye

Fig. 7. Typical example of the feature space of at each amplitude threshold. (a) no amplitude
threshold, (b) 1.25 deg, (c) 1.0 deg, (d) 0.75 deg, (e) 0.5 deg
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Themean amplitude calculated from all subjects is presented in Fig. 9. The amplitude
during the single-point–gaze task is 0.21 ± 0.1 deg. During the free-viewing task, the
amplitude thresholds are 0.39 ± 0.19 deg at 1.25 deg, 0.3 ± 0.14 deg at 1.0 deg, 0.21 ±
0.09 deg at 0.75 deg, 0.15± 0.06 deg at 0.5 deg, and 0.1± 0.03 deg at 0.25 deg. Statistical
analysis is performed using a paired t-test for each value during the single-point–gaze
task and free-gaze task. The results show that the values significantly decrease (p <

0.05) during the free-gaze task when the amplitude threshold is 0.25 and 0.5 deg, and
significantly increase (p < 0.05) during the free-gaze task when the amplitude threshold
is 1.0 and 1.25 deg, compared to the single-point–gaze task.

The mean maximum velocity calculated from all subjects is presented in Fig. 10.
The maximum velocity during the single-point–gaze task is 70.2 ± 42.7 deg/s. During
the free-viewing task, the amplitude thresholds are 83.3 ± 24.7 deg/s at 1.25 deg, 77.6
± 24.2 deg/s at 1.0 deg, 70.7 ± 24.2 deg/s at 0.75 deg, 65 ± 22.6 deg/s at 0.5 deg, and
60.4 ± 22.2 deg/s at 0.25 deg. Statistical analysis is performed using a paired t-test for
each value during the single-point–gaze task and free-gaze task. The results show no
significant difference in all comparisons.

Fig. 8. Median value at each interval of occurrence of microsaccades (Mean ± SD).
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Fig. 9. Median value at each amplitude of microsaccades (Mean ± SD).

Fig. 10. Median value at each maximum velocity of microsaccades (Mean ± SD).

5 Discussion

Most of the microsaccade-detection algorithms proposed so far assume that the mea-
sured eyemovement data do not include blinks or saccades, and there have been very few
reports on the detection of microsaccades using measurement data during free viewing,
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which include such information. However, if microsaccades can be detected from the
measurement data obtained during free gaze, in which blinks and saccades are mixed,
it will be possible to evaluate the potential attention without requiring fixation in exper-
imental protocols, and this is expected to lead to further applied research on microsac-
cades. Therefore, in this work, we investigated a detection algorithm for microsaccades
in the measurement data obtained during free viewing.

In this study, we used a detection algorithmmodeled after the “EKmethod” proposed
by Engbert andKliegl in 2003. In the EKmethod, the blink-removal method and analysis
interval were not strictly determined. Here, the detection algorithm using the EKmethod
did not assume the detection of mixed saccades in the time-series data. Therefore, in this
study, we attempted to separate the saccade component from the microsaccade time-
series data by setting an amplitude threshold for the detected jumping eye movements.
First, the mean interval of occurrence during the single-point–gaze task was 1.11 Hz, the
mean amplitude was 0.21 deg, and the mean maximum velocity was 70.2 deg/s. As this
was consistent with the microsaccade features reported in previous studies [11, 14–17],
we believe that the microsaccades were correctly detected during the single-point–gaze
task performed in this experiment. Next, microsaccade detection was performed by
setting an amplitude threshold for the microsaccade time-series measured during the
free-viewing task. When comparing the values during the single-point–gaze task and
free-gaze task, significant differences were found for the interval of occurrence when
the amplitude threshold was 0.5 and 0.25 deg, and for the amplitude when the amplitude
threshold was 1.25, 1.0, 0.5, and 0.25 deg. In particular, the increase/decrease trend in
amplitude was reversed after the amplitude threshold value of 0.75. Therefore, it was
considered possible that when the amplitude threshold was large, saccades with small
amplitudes would remain, and when the amplitude threshold was small, microsaccades
with large amplitudes would be identified as the saccade component. On the other hand,
when the amplitude threshold was 0.75 deg, there was no significant difference in any
of the analysis indices. The microsaccade indices for this case showed that the mean
value of the interval of occurrence was 1.02 Hz, the mean value of the amplitude was
0.21 deg, and themean value of themaximumvelocitywas 70.7 deg/s. Aswith the single-
point–gaze task, these values were within the range of microsaccade features reported
in the previous studies. These results suggest that the combination of the microsaccade-
detection algorithm using the EK method and the amplitude threshold may be able to
detect microsaccades in free-viewing data as well as fixed-point viewing data.
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Abstract. People with disabilities encounter barriers and are thus restricted in
their participation in social and societal areas, among that science. As a rising
field of research, citizen science has lately been fostered to gain new insights
in fields of research, especially application oriented research. As citizen science
experiences strong expectations in research fields connected to civil life, the article
argues that citizen science must enable full participation of people with disabili-
ties. To grant people with disabilities’ access to these areas of life, participatory
approaches should be the state of the art. Due to this, the article will start with
a discursive discussion of different participatory approaches of various contexts.
Thereby the different theoretical references, as (Participatory) Action Research,
(Community-Based) Participatory Research, Practice Research, are presented and
located into the methodological frame. After this, the focus is on the Citizen Sci-
ence project “IncluScience – Disability Mainstreaming in science and practice” in
which participatory approaches are being prepared in a target strand and bundled
into a so-called “Citizen Science Toolbox”.

Keywords: Citizen Science · People with Disabilities · Participatory
Approaches · Participation · Toolbox

1 Introduction

The ratification of the Convention on the Rights of Persons with Disabilities (UNCRPD)
[29] and its incorporation into national law of the signatory states has established the
right to full social participation of persons with disabilities as a legal norm. This places
demands on all areas of society and all stakeholders to enable this social participation.
Thus, the science system is also facedwith the need of enablingmore social participation
of people with disabilities. This applies not only to research on people with disabilities
and their living environment. It also includes the need to make scientific findings and
knowledge accessible to people with disabilities. More importantly, fully opening up the
scientific system to the participation of people with disabilities requires a further step:
the creation of barrier-free access to participation in research.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Antona and C. Stephanidis (Eds.): HCII 2024, LNCS 14696, pp. 63–74, 2024.
https://doi.org/10.1007/978-3-031-60875-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60875-9_5&domain=pdf
http://orcid.org/0000-0002-3550-5629
http://orcid.org/0000-0001-6002-3405
http://orcid.org/0000-0003-4229-250X
https://doi.org/10.1007/978-3-031-60875-9_5


64 D. Krüger et al.

In recent years, increasing efforts have been made to democratise the science sys-
tem and open it up to citizens [8]. The framework model of Responsible Research and
Innovation (RRI) as a result of policy agenda setting at the European level [22] plays an
important role here, which, against the backdrop of emerging social challenges, calls for
more participation of non-scientists, “with the aim to foster the design of inclusive and
sustainable research and innovation” [9]. In this context, the idea of citizen science has
also gained newmomentum and has increasingly been taken into account in international
research framework programmes such as the European Commission’s research frame-
works - for instance with the aim of supporting “relevance and effectiveness” of results
of scientific research and innovation, “creativity and quality by enlarging the collective
capabilities” or “transparency, science literacy and confidence of the public in research”
[10]. This development was accompanied by an opening up of citizen science to other
research disciplines than had previously been the case. The concept also increasingly
gained a foothold in the humanities and social sciences, where it encountered a tradi-
tion of participatory research, such as participatory action research, community-based
participatory research or practice research.

Opening up the science system to society, in the sense of citizen science, firstly brings
with it existing pathways for more participation by people with disabilities who have
not previously been part of the science system. Secondly, there is also the need to make
the opening up of the science system barrier-free. The democratization of the science
system must enable the social participation of people with disabilities. This means that
citizen science offers not only an opportunity for more social participation but also a
challenge if this opportunity is not used with consideration for the needs of people with
disabilities.

A necessary prerequisite for citizen science is therefore the removal of barriers and
the provision of assistance and aids. If an approach to a universal design [27] for citizen
science projects is achieved in this respect, not only people with disabilities can benefit.
If citizen science is fully accessible, one can also speak of a participatory approach to
granting all people access to science, regardless of environmental factors they encounter
in everyday life and personal factors.

With the IncluScience project, a consortium consisting of an activist NGO (Sozial-
helden e.V.) and a social science-oriented research institute at a university (Social
Research Centre at TUDortmund University) is taking up this perspective on citizen sci-
ence. The pivotal point is the guiding principle of disability mainstreaming in science. In
this respect, science should not only be open to the participation of people with disabil-
ities. Rather, inclusive citizen science is to serve as a model for the barrier-free design
of science in general. In order to act as a prototype for inclusive citizen science, the
IncluScience approach not only includes ways of participating in research. In fact, peo-
ple with disabilities in the project team are actively involved in determining the project
design, the research objects and all interventions. In the spirit of “citizen control” [3],
they also decide on the progress of the project as project coordinators in the NGO team.
In addition, citizens with and without disabilities are included in research activities and
the selection of future research priorities using participatory formats like workshops for
needs assessment, surveys for the co-selection of research objects (accessibility crite-
ria) or the participative collection of data on the accessibility of places (mapping) (for
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more information about the project and its participate approach, see the contribution to
HCII 2023 [15]). At the heart of IncluScience is the participatory further development
of the wheelmap (www.wheelmap.org), an online service providing information on the
accessibility of places on a world map. Accessibility is therefore also the main object of
research and development in IncluScience.

To support the accessible design of research projects, thus disability mainstreaming
in science, IncluScience is also creating a toolbox in which specific recommendations
for action, information about counselling centres and recommendations for accessibility
tools are collected. The article at hand provides initial insights into this toolbox and
can thus be understand as a blueprint for a way to open up science to participation of
people with disabilities. The toolbox is aiming at citizens that might (or might not) be
experienced in specific fields of science and research, but are not familiar with working
with people with disabilities or even the concept of inclusion. Therefore, the toolbox is
designed as a scalable entry and support point for different target groups. The overall
aim is to engrave the concept of inclusion at the roots of the emerging field of citizen
science. Therefore, it must be informed on existing approaches, methods and policies
that aim for similar purposes and could be used as stepping stones.

2 Participatory Approaches

Participatory approaches involve stakeholders as co-researchers in science and research.
Measures are taken to conduct research in partnership with them as scientists. The aim
is also to empower co-researchers. However, there is no such thing as “the” participatory
approach. Rather, there is a variety of different approaches, depending on the research
context, discipline and target group. In the following, we will therefore look at three that
support the participation and empowerment of people with disabilities as co-researchers.

2.1 Participatory Action Research

The tradition of action research is characterised by [18]. Initially, the focus was on
practice-relevant solutions for social and societal problems, which were developed
together with communities, organisations and other institutions - primarily in the form of
field experiments [2, 30]. In the 1970s, action research (in the German-speaking context)
was then predominantly characterised by historical materialism and the Marxist critique
of capitalism [2, 30]. From an international perspective, however, action research should
rather be seen as a participatory process for generating knowledge [2, 30]. Furthermore,
research is conducted into individual living and working environments, organisations
and communities as well as social structures of the inter-subjective, organisational and
communal sphere [28]. In this context, “Participatory Action Research” [6] as well
as “Participatory Research Practices” [6] appears to be of particular interest. In par-
ticipatory action research, (organisational) stakeholders are fundamentally involved in
the knowledge process and the researchers only have an advisory function [6]. With
regard to the IncluScience target group, participatory research practices are far more
interesting. This is because not only (organisational) stakeholders are involved here.
Rather, marginalised groups of people are the target group in the participation process.

http://www.wheelmap.org
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This is therefore less about quality development in organisations, as in the first form of
action research mentioned, and more about emancipation, empowerment and inclusion.
The participation of people with different types of disabilities, which is being tested in
IncluScience, therefore corresponds to the criterion of involving marginalised groups of
people in the research process postulated in Participatory Research Practices.

2.2 Practice Research

Practice Research builds on Action Research, but does not differentiate itself from
applied research [30]. The focus here is on cooperation between science and practice. Be
it through consultation, cooperation or concrete participation formats. Practice Research
thus corresponds to the interface between science and practice [19] but still considers
both systems as separate. For example, Practice Research does not include necessar-
ily the participation of practice partners. They serve a purely scientific purpose as data
providers. The linking of Practice Research with Action Research criteria goes beyond
this by striving for closer cooperation between science and practice. Practitioners are
given expert knowledge of their skills and needs, which science uses for its research
purposes. For example, people with disabilities can be seen as experts in their own needs
and skills. Scientists can ultimately use this knowledge to make their research much
more practical and target group-specific. The solutions also meet the needs of the target
group to a greater extent and thus make a significant contribution to inclusion. A much
closer collaboration, which we believe is desirable in science and research with the target
group of people with disabilities, is ensured by the following participatory approach.

2.3 Community-Based Participatory Research

Community-based participatory research has its roots inNorthAmerica, in the context of
the health sector. Since the 1990s, a decisive role has been attributed not only to scientific
partners and practitioners, but also to communities [12]. The role of the communities
is so crucial that they are even a decisive or characterising feature of this participatory
approach. In andwith communities, the causes of problems - in the origin of the approach
still health problems, but this can also be transferred to other social and societal problems,
such as poverty, unemployment, discrimination, etc. - are researched and solutions are
developed in the form of action strategies [30]. This is characterised by the fact that
all stakeholders - for example, people with and without disabilities, as practised in
IncluScience - work together on an equal footing and at eye level in all phases of the
research process. The aim is also to empower them, strengthen their community and
improve their living situation. Applied to the context as the central target group in
this paper, this means that this participatory approach empowers people with different
disabilities. In addition, the community of people with disabilities is strengthened by
first listening to them - for example with regard to their problems and needs - and then
working with them in partnership. As a result, they experience participation in science
and research on the one hand, but also opportunities for development and design on
the other. Furthermore, in the specific context of IncluScience, they can express their
needs in relation to barriers and present possible solutions for other people from their
community in the form of the online map Wheelmap. The expert knowledge of people
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with disabilities is particularly appreciated by the scientific partners. This is because
they know their needs best and the concerns of people with disabilities can therefore be
addressed in real terms.

2.4 Citizen Science

Citizen science developed partly in parallel with the development of the participatory
research approaches described above. The Christmas Bird Count, which was first carried
out in 1900 with the support of citizens in the USA, is often referenced as the starting
point of citizen science [8, 13, 20, 25]. This initially resulted in a tradition of citizen
science in the natural sciences and only in the last decade has there been an increasing
transfer to the humanities and social sciences. At the same time, there is a long tradition
of participatory research in the social sciences using the approaches described above.
Citizen science is now conceptually coming closer to these approaches. The socio-
scientific examination of citizen science leads to new localisations and classifications.
[13] differentiate between different forms of citizen science with a focus on environmen-
tal research: (1) “instrumental citizen science” [13] in the sense of instrumentalisation to
reach target groups or social spaces that are difficult to access; “communicative citizen
science” [13] with the aim of dialogical or dialectical negotiation of research processes
and research questions against the background of citizens’ expert knowledge; (3) “trans-
formative citizen science” [13] with the aim of mutual learning and the transformation
of society and science [13]. The focus of citizen participation is no longer just on data
collection, as in the Bird Count. Participation in science and co-determination are also
becoming increasingly important. In Germany, for example, this is made clear by the
Citizen ScienceGreen Paper. It conceptualizes citizen science as the “active participation
of citizens […] in research processes in the humanities, natural and social sciences” [4].
At the same time, the German Federal Ministry of Education and Research explicitly
calls for the involvement of citizens in terms of co-creation of a whole project (including
its design), the collaboration in terms of the creation of a research question and support
of data analysis or the involvement in data collection, with a recent funding scheme for
citizen science projects [11].

Overall, citizen science is experiencing an upswing worldwide, not least due to new
funding schemes aiming at more social responsibility, an opening up and a democrati-
zation of science. Despite the general goal of being inclusive, in citizen science projects
full accessibility still seems to be the exception rather than the rule and is not anchored
in the core project designs. [7] Disability mainstreaming in citizen science has therefore
not yet been achieved and not all groups of citizens have the opportunity to participate.
A desktop search in 2022 revealed only a few examples of projects that took accessi-
bility into account or specifically targeted the participation of people with disabilities
[16]. Among the international examples, there were mainly those that aimed to enable
accessibility for specific target groups of the respective citizen science research - for
example in the context of health research or research to create more accessibility, for
example by focussing on the development of assistive devices. For instance, with the
EU-funded research project Made4you, the Careables platform (careables.org) aims to
provide freely accessible 3D-models for 3D-printing aids for people with disabilities.
These aids are developed together with people with disabilities. Another example is
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provided by the EU-funded Action project and its pilot Sonic Kayaks [1]. Underwater
sensors were developed here to collect environmental data in bodies of water. The ref-
erence to the needs of people with disabilities was the testing of the sensors for use by
people with visual impairments. Both examples show that disability is an issue in the
projects and that people with disabilities participate in the activities. However, people
with disabilities are part of the target groups of the research and the artifacts developed.
With reference to [13], one can mainly observe references to instrumental and com-
municative citizen science. Similar to IncluScience, these target groups are therefore
in the foreground and the necessity of their participation in the research alone requires
barrier-free approaches. However, universal designs for participation in citizen science
in projects outside of these focal areas appear to be an exception [7].

The Citizen Science Toolbox, which is being developed in IncluScience, is intended
to provide support against the background of a lack of approaches for full participation
opportunities in citizen science. Therefore, it is also aimed at contributions to a transfor-
mation of science by the promotion of disability mainstreaming, which shows links to
the idea of transformative citizen science as described for environmental research [13] -
however, here the focus is not on contributions to ecological transformation but on social
transformation.

2.5 Discussion

While participatory action research, practice research, community-based participatory
research and, increasingly in recent years, citizen science has established themselves as
participatory research approaches over the years, there is an overall lack of approaches
to participation in science that put the participation of people with disabilities into focus.
With the aim of collecting, processing and providing knowledge about aids and coun-
selling services that can facilitate the inclusion of people with disabilities in scientific
projects, the IncluScience toolbox aims to address a need that has so far received little
attention. The overall lack of experience of scientific work in collaboration with peo-
ple with disabilities across scientific disciplines and research fields also requires the
toolbox to emphasise and explain the fundamental requirements of accessible research
design and project design. Particularly in research projects that are not dedicated to the
investigation of subjects that directly affect the lives of people with disabilities and are
anchored, for example, in rehabilitation sciences or health research, it can happen that
no experience has been gained in collaboration with people with disabilities. However,
in order to help open up such projects to the participation of people with disabilities, it is
therefore (1) essential for the toolbox to also impart basic knowledge. This can relate to
the question of what disability actually is. It is also important to explain why the involve-
ment of people with disabilities in participatory research is essential and how this can
be made possible at an early stage in the project planning phase. (2) Existing experience
from the tradition of participatory research can also enrich the accessible design of future
research projects. Accordingly, the toolbox must build on this previous experience. At
the same time, it is important to reflect on how previous practices of participation in
research have helped or hindered the participation of people with disabilities and how
this can be dealt with in the future.
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2.6 Conclusion

After reflecting the history and recent developments of participatory research, three
dimensions appear to be central to the accessible implementation of participatory
research with people with disabilities:

• (I): The planning phase of a research project:
If a research project is to be designed to be barrier-free, this requires ongoing

efforts and detailed planning. It is therefore advisable to consider accessibility as
an objective as early as the project planning phase and to anchor it accordingly [7].
In addition to the allocation of resources available to a research project, this also
results in the need to apply for resources specifically for achieving accessibility from
funding organisations. A barrier-free planning phase allows people with disabilities
to actively participate in the planning phase which is a key ingredient for an inclusive
project set-up. Against this background, IncluScience’s toolbox will also provide
concrete advice for incorporating accessibility into the project planning phase. Initial
cornerstones are outlined below in Sect. 3.1.

• (II) Counselling:
Over the decades, numerous counselling services for and by people with disabil-

ities have been established, some of which have emerged from the context of self-
help or self-advocacy and some of which are part of healthcare or the rehabilitation
system. Such counselling services generally promise help in creating accessibility
- even if they are not explicitly aimed at research projects. IncluScience initially
focuses on the German-speaking countries, so various counselling services in Ger-
many and German-speaking countries were researched for the toolbox and the work
in IncluScience itself [7]. The focus of these counselling services is not explicitly on
counselling for research projects. The IncluScience toolbox will therefore not only
list existing advisory services, but also represent an advisory service itself that is
explicitly aimed at research projects.

• (III) Tools:
Traditionally, accessibility is supported by professionally provided aids and assis-

tance systems, which inmany countries can be obtained through the public healthcare
system. In addition, the last decade in particular has seen the development, manufac-
ture and provision of low-cost, decentralised tools as part of do-it-yourself activities
[5]- structures that could then also be used during the Covid-19 pandemic to make
healthcare solutions available quickly and cost-effectively to people with and with-
out disabilities [14]. However, new mobile apps have also created a new type of
aids that can cover a wide range of needs and are also accessible via mobile devices
and therefore do not need to be individually produced as tangible artifacts for each
individual. For the IncluScience toolbox, such low-cost or free-of-charge assistive
apps will be collected and listed that can be supportive for accessible participation of
people with disabilities in research projects. The toolbox will therefore also address
remaining gaps in the provision of information on existing assistive mobile apps, for
instance for people with motor disabilities [17] focusing on the needs of accessible
and participative research projects.
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3 The “Citizen Science Toolbox”

3.1 Planning Citizen Science in a Participative and Inclusive Manner

Participatory research can only be opened up to people with disabilities if barrier-free
access is made possible. Ensuring accessibility requires resources, both human and
financial. The provision of aids, for example, can help to enhance accessibility. However,
such aids or human assistance can incur costs. It is therefore important to plan for such
costs at an early stage to avoid later bottlenecks [7] and crucial to avoid a dilemma at
an early stage that can arise in the case of scarce remaining resources during a project
implementation: between the decision in favour of allocating remaining resources for
the implementation of further necessary project activities or the decision in favour of
allocating further resources in order to ensure accessibility. It can be helpful to establish
milestones for accessibility at an early stage already in the activity plan, making it a
necessary rather than an optional project activity. At the same time, the creation of
accessibility requires continuous planning - for example, due to individual accessibility
requirements, which can vary depending on the persons involved in each project activity.
It is also important to identify barrier-free locations for events or to make places that are
being researched as accessible as possible.

In order to fulfill the aforementioned requirements resulting from the planning of
accessibility for a research project design (1) a work package or task addressing partic-
ipation and accessibility is recommended, including specific milestones for the whole
project duration and all phases. In order to ensure the suitability of measures and to
support self-determination, (2) people with disabilities should be involved in the plan-
ning phase as experts on their own accessibility needs. With their help, (3) accessibility
needs can also be identified and addressed at an early stage, for example due to the
subject of the research requiring research in places that are difficult to access or making
face-to-face events necessary. (4) Counselling services that can be used as early as the
planning phase can provide support here. Resources for the procurement of aids or the
recruitment of assistants, experts in their own right or other advisors should also be
taken into account when applying for funding (5). (6) In addition, the procurement of
aids and the employment of appropriate personnel can also be initiated at an early stage
and should also be considered for a proposed project budget [7].

In view of the observation that the creation of accessibility requires a solid level
of resources, there is another important note that is also linked to a demand: Project
consortia can usually only apply for third-party funding within a limit defined by the
funding organisations. Against this background, the mentioned dilemma between using
funds for accessibility or using them to achieve research objectives is currently already
occurring in the application phase of third-party funded projects. In order not to play off
accessibility and the achievement of research goals against each other, it is necessary for
funding bodies to provide funding pools that can be used exclusively for the creation of
accessibility.

3.2 Counselling Services for Citizen Science

Counselling services explicitly aimed at inclusive and participatory citizen science do
not yet exist. Nevertheless, existing advisory and information services can be used to
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organise such citizen science. For example, services dedicated to the topic of accessibil-
ity. The variety ranges from the professional participation and inclusion of people with
disabilities to the dissemination of easy/simple language to public relations work and
counselling services for companies and institutions with people with disabilities as a
target group (ibid.).

The online platform REHADAT [24] is particularly prominent in German-speaking
countries. With 14 portals as well as various publications, apps and seminars, it offers
a comprehensive range of information on the professional participation of people with
disabilities. The platform is not only aimed at the target group of those affected, but
also at all people who are committed to their participation and inclusion. The “Assistive
Technology Finder”, which is available free of charge, is of particular interest for inclu-
sive citizen science. This is because it can be used to identify aids for the barrier-free
design of citizen science.

The “Netzwerk Leichte Sprache e.V.” [21] is also important for the use of easy
language. This is because they support (project) plans with regard to the implementation
of easy language by offering training courses and presentations, but also by providing
trained reviewers for the comprehensibility of texts already written in easy language.

Equally helpful is the Sozialhelden association [26], which advises companies and
institutions that deal with the target group of people with disabilities on accessibility in
a variety of projects. The range of focal points is diverse and extends from digital and
spatial accessibility to sensitive language and barrier-free communication. In addition,
an “Accessibility Cloud” provides accessibility data on locations.

This exemplary presentation of three information and advice services for inclusive
citizen science shows that there are indeed services available. Nonetheless, the examples
given here are not explicitly tailored to inclusive citizen science, meaning that there are
still several services that need to be used to design inclusive citizen science (to date).
Those who want to design inclusive citizen science must therefore identify those offers
that are relevant to them.

3.3 Aids

It becomes obvious from the previous chapters that special tools are required for the
accessible design of citizen science. On the one hand, this requires the above-mentioned
information and advice services, but on the other hand also specific aids and assistance
tools that create accessibility in different ways. The range of different lists of accessible
tools is just as diverse as the information and advice services described in the previous
chapter.

The toolbox is based on a list initiated by the team of authors that originated during
the coronavirus pandemic. It is a padlet that is available free of charge [23] and initially
focused on digital tools for educational and social work. Over time, other tools were
added that focused more on communication with relatives or assistance with every-
day issues, rather than more cost-effective and data protection-compliant platforms for
employees of social institutions. Offers for different target groups can also be identified
from this list. For instance, tools that are explicitly designed for people with visual,
hearing or physical impairments, with limited or no spoken language and for people
with learning difficulties. This is because the needs of people with a visual impairment
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are very different to those of people with a hearing impairment. As some digital tools are
already listed in [7] according to the target group, only a few are given here as examples
and otherwise reference is made to the article by [7]. People with visual impairments, for
example, benefit from the free “Seeing AI” app, which describes environments audibly
or allows visual content such as documents and texts etc. to be experienced audibly.
People with a hearing impairment, on the other hand, do not have the need to experience
something audibly. This target group is more concerned with communication without
speech. This means that what is said is transcribed and what is written is spoken again.
AVA is an app that can be used as an example.

The assistance and tools compiled in the padlet are exciting for the toolbox, but not
comprehensive. One reason for this is that the padlet does not claim to be exhaustive.
Secondly, because the padlet still focuses primarily on social work. It was therefore
particularly important, in the workshops initiated by IncluScience, to also ask about aids
and assistance tools used by the target group. In addition to a large number of the tools
already listed in the padlet, other tools were also mentioned, which in turn fed into the
toolbox.

It is clear from this that the toolbox is not really something “new” or inventive.
Rather, it is a “rearrangement” of existing possibilities in the form of existing tools that
can be used to make citizen science inclusive. Hereby, with a special focus on the needs
of the target group.

4 Outlook

If we understand citizen science as a chance to open up science to civil society and set
accessibility on the agenda of this new form of research, chances for inclusive research
emerge. But a toolboxwill not have huge impact on the raise of a new research paradigm.
It is one building block that needs to be accompanied by others. The aforementioned chal-
lenge that inclusive research is more expensive than research done without empowering
people with disabilities is implicitly setting the frame for researchers: Should I provide
inclusive methodology, assistive aids and invest time in participation – or should I use
scarce funding for employing scientific staff? As long as this dilemma works, science
will rate inclusion as “nice to have”. The answer to this challenge must be a change in
the scientific funding system that is understanding inclusion either as “condition sine
qua non” or as a bonus for researchers. If the additional costs for barrier-free research
are not reductive on the research budget, but would be paid extra on the funding budget,
researchers would find barrier-free research improving their budgets. Administratively,
this could be organized by a parallel “barrier-free funding budget” that could be applied
for by any research projects funded by that organization. By this budget every funded
research project could cover the additional costs for making their research activities bar-
rier free and inclusive. The projects doing this in a good way would receive the highest
budgets. This is a call for scientific funding bodies to set pathways for inclusive research
and by this foster the impact and applicability of research.
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Abstract. This investigation highlights the crucial application of ergonomic prin-
ciples in the design of assistive systems, as outlined by the DIN EN 92419 Stan-
dard. Assistive systems are defined as technical components (hardware) in combi-
nationwith logic (software) aiming to support the user in executing an action and to
optimize the external load. Here, “external load” is defined as external conditions
and demands in a system which influence a person’s physical and/or mental inter-
nal load. It is important to note that while the external load is a constant presence,
its perception varies significantly among individuals. This subjective experience
underscores the need for ergonomically designed systems that can adapt to diverse
user requirements.

The paper a) underscores the DIN Standard’s guidelines for ergonomically
designing assistive systems, advocating for development principles that transcend
specific technical solutions or interaction methodologies. It introduces founda-
tional concepts and their applicability in crafting assistive systems, alongside b) a
novel classification aimed at elucidating the support type such systems offer. This
classification not only highlights different functionalities and support mechanisms
of assistive systems but also facilitates a more nuanced approach to catering to
individual user needs. Through discussing the varying degrees of support that these
systems can provide—conceptualized via a functional level model—the research
offers insights into their capabilities and limitations, thereby enabling the creation
of more customized, user-centric assistive technologies. This paper c) provides
a thorough overview of ergonomic design principles within the context of assis-
tive systems, incorporating new developments and experiences in the field, and
presents a framework for classifying the type of support provided by these sys-
tems. It aims to d) serve as a guide for researchers, designers, and developers,
encouraging the application of DIN Standard principles to forge assistive systems
that are both more effective and user-friendly.

Keywords: Ergonomics · assistive systems · design principles · user
experience · performance · DIN Standard
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1 Introduction: Ergonomic Principles in Assistive System Design

Assistive systems aim to support individuals by compensating for their physical andmen-
tal limitations, assisting them as needed, and enhancing or facilitating the achievement
of their goals. These systems are designed to optimize the user’s load and strain, enhance
their existing abilities, and provide new capabilities and skills, thereby broadening their
range of actions. This includes offering support for activities that require innate or learned
skills, which can be affected by life circumstances and can be improved through training.
For example, assistive technologies like Braille displays can help compensate for the
inability to see, thus enabling the skill of reading despite visual impairments. However,
the optimization of external loads through assistive systems can inadvertently introduce
new challenges or external loads. For instance, while an exoskeleton may enhance a
user’s ability to lift or carry heavy loads by reducing physical stress, its potential lack
of adaptability could result in discomfort during wear. This highlights the importance
of considering and addressing the balance between the benefits of assistive technologies
and their potential downsides, such as comfort and usability issues.

The evolving landscape of assistive technology underscores the critical need for a
robust ergonomic framework in system design. Central to this is the DIN EN 92419 [1]
standard, a beacon guiding the integration of user-centric ergonomic principles into the
design, development, and evaluation of assistive devices. Ergonomic design in assistive
technology is pivotal in creating systems that are not only functional but also accessible
to a broad spectrum of users, including but not exclusively those with diverse physical,
cognitive, and sensory abilities. This inclusivity is paramount, as it ensures that assistive
technologies can effectively serve their intended purpose without exacerbating existing
challenges or creating new ones. The DIN EN 92419 standard advocates for designs that
consider the entire spectrum of user interaction, from initial contact to prolonged use.
This involves a careful analysis of how users engagewith assistive systems, including the
physical, cognitive, and emotional load these interactions place on them. Furthermore,
this standard highlights the importance of adaptability in assistive systems. As user needs
can vary greatly, systems must be flexible enough to accommodate these differences.

Systems must not only protect users from physical harm but also safeguard their
personal data, especially as assistive technologies increasingly become interconnected,
and data driven. The application of ergonomic principles as per the DIN EN 92419
standard is not merely about compliance; it is about enhancing the quality of life for
users. Assistive technologies designed with these principles in mind can transform daily
experiences, offering users a level of independence and functionality that may otherwise
be unattainable.

DIN EN 92419 delineates six fundamental principles for the ergonomic design of
Assistive Systems, aimed at improving the quality of interaction between humans and
machines:

• Acceptance: Characterized by the user’s positive decision to adopt a system, influ-
enced by its perceived value and the quality of experience it offers. Strategies for
enhancing acceptance includemaking the systemenjoyable to use, offering significant
added value, fostering trust, and ensuring the system is non-intrusive [1, pp. 3–4].
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• Safety, Security, and Privacy: Concentrates on reducing risks and preventing
unauthorized access, safeguarding user privacy, and handling personal data with
transparency [1, pp. 4–5].

• Optimization of Resultant Internal Load: Seeks to optimize the user’s external
load by efficiently managing the internal load, thereby using it to motivate the user
[1, p. 5].

• Controllability: Guarantees that the system operates in a predictable manner and
can be influenced by the user, with clear communication regarding the extent of its
support [1, pp. 6–7].

• Adaptability: Permits users to customize the system’s functionality to suit their spe-
cific situation, including adjustments to privacy settings and the degree of assistance
provided [1, p. 7].

• Perceptibility and Identifiability: Assures that all elements and information within
the system are easy to understand and recognize by users, addressing various sensory
modalities [1, p. 7].

In addition, the standard outlines a series of general design recommendations aligned
with certain principles for creating assistive systems. However, it emphasizes that imple-
menting just one recommendation does not suffice to fullymeet the criteria of a principle.
This implies that a comprehensive approach, incorporating multiple recommendations,
is necessary to ensure that the design effectively embodies the intended principle. This
approach ensures a holistic satisfaction of design principles, enhancing the functionality,
usability, and effectiveness of assistive technologies.

In sum, the integration of ergonomic principles in the design of assistive systems is
a multidimensional endeavor. It requires a deep understanding of user needs, a commit-
ment to safety and privacy, and a willingness to embrace adaptability and inclusivity. By
aligning with the DIN EN 92419 standard, designers and developers can create assistive
systems that are not only effective but also empathetic to the real-world experiences of
their users.

The integration of ergonomic principles in assistive system design, particularly in
accordance with the DIN EN 92419 standard, is a critical aspect of developing effective
and user-friendly assistive technologies. In this context, thework of [2] is particularly rel-
evant. In addition, [3] developed ametric for the quantitative evaluation of the ergonomic
principles defined in DIN 92419 for assistive systems. Their work involved a system-
atic literature review to identify dimensions relevant to these principles, leading to the
creation of a questionnaire and a checklist for evaluating assistive systems. This app-
roach provides a comprehensive framework for assessing the effectiveness of assistive
technologies in adhering to ergonomic principles, thereby ensuring their suitability and
user-friendliness.

2 Classifying Assistive Systems Based on Ergonomic Principles

The classification of assistive systems is a fundamental step in adapting technology to
the different needs of users to consider differences in the context of use. A classification
based on ergonomic principles divides assistive technologies into different categories:
physical, cognitive, sensory, health, emotional, social, and environmental interaction
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systems. In addition, classification of assistive technologies from an ergonomic design
perspective emphasizes the potential of these systems to improve the daily lives of all
people. By categorizing these technologies according to their functional benefits rather
than the specific needs they meet, we can highlight their universal value:

• Mobility and Physical Enhancement Systems: Includes not only traditional mobil-
ity aids like prosthetics and wheelchairs but also wearable technology that enhances
physical performance and comfort for everyone. These systems improve mobility,
physical endurance, and general comfort, catering to a wide audience including
athletes, elderly individuals, and anyone seeking physical support.

• Cognitive and Organizational Tools: Encompassing memory aids, organizational
applications, and decision-support systems, this category benefits anyone looking to
optimize their cognitive abilities. From professionals managing complex schedules
to students organizing study materials, these tools enhance cognitive efficiency and
personal productivity.

• SensoryAugmentation andAccessibilityDevices: Technologies such as augmented
reality glasses and advanced hearing systems are designed to enhance sensory experi-
ences for all users. These devices make environments more accessible and engaging,
whether for experiencing art in a more vivid manner or navigating urban spaces more
effectively.

• Health and Wellness Monitors: Ranging from fitness trackers to advanced health
monitoring devices, this category supports proactive health management for individ-
uals at all levels of health. These technologies encourage a healthy lifestyle, aid in
disease prevention, and support those with specific health conditions in managing
their well-being.

• Emotional Well-being and Social Connectivity Applications: Applications
designed to support mental health, stress management, and social interaction cater
to the universal need for emotional balance and social connections. From meditation
apps to platforms that foster community engagement, these technologies enhance
emotional resilience and social well-being.

• Environmental Control and Interaction Systems: Smart home technologies and
environmental control devices offer everyone the ability to customize and interact
with their living spaces for convenience, efficiency, and safety. These systems are
valuable for creating adaptable and comfortable environments for work, leisure, and
everyday activities.

This inclusive classification shows that assistive technologies are of significant ben-
efit to the entire spectrum of society. By highlighting the universal applications of these
systems, we emphasize the importance of developing technologies that improve the
quality of life for all users and promote an environment of inclusion and accessibility.
This classification of assistive systems based on ergonomic principles is well-supported
by the existing literature in the field such as [1] and [2]. The emphasis on user-centered
design and the categorization of assistive technologies according to their functional ben-
efits align with the ergonomic design principles and the broader objectives of assistive
technology development. Ergonomic design in assistive systems prioritizes user safety,
comfort, and efficiency, ensuring the technology enhances rather than impedes the user’s
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lifestyle.Moreover, these principles advocate for the inclusion of users in the design pro-
cess, ensuring that their needs and feedback directly influence the development of the
technology. This approach leads to the creation of assistive systems that are not only
functional but also deeply aligned with the real-world experiences and challenges faced
by users. To cover plenty of possibilities to design the adequate assistive system due to
the relevant contexts of use, the classification of application areas for assistive systems
above helps to reduce complexity and to relate the design principles for assistive systems.

3 Degrees of Support and Functional Level Model in Assistive
Systems

Several established models emphasize the integration of the person, the activity, and the
assistive technology within a specific context. These models offer a comprehensive view
of how assistive technologies can be adapted to meet the varying needs of individuals.

One suchmodel is theHumanActivityAssistiveTechnology (HAAT)model (cf. [4]).
This framework considers four primary components: the human (including physical,
cognitive, and emotional elements), the activity (such as self-care, productivity, and
leisure), the assistive technology (both intrinsic and extrinsic enablers), and the context
(encompassing physical, social, cultural, and institutional contexts). The HAAT model
emphasizes the dynamic interaction between these components, highlighting the need to
consider all aspects for the effective design, selection, implementation, and evaluation
of assistive technologies.

Another model that aligns with the concept of functional levels in assistive technolo-
gies is the Comprehensive Assistive Technology (CAT) model (cf. [5]). This model also
focuses on the complex interaction of components like the person, activity, context, and
assistive technology. It is designed to identify opportunities for assistive technology to
support persons with disabilities, ensuring that the technology acts as an external enabler
for the person to perform an activity in a relevant context. This model emphasizes the
need for a dynamic framework that can adapt to the specific needs and situations of
individuals with disabilities.

Thesemodels provide a comprehensive framework for understanding and developing
assistive technologies that cater to the varying needs and contexts of users and embody
the principles of categorizing assistive systems based on their complexity and adaptabil-
ity. They underscore the importance of considering a range of factors—from personal
abilities and activities to environmental contexts—in the development and application
of assistive technologies. This aligns with the concept of tailoring technology to diverse
user needs through a gradation of basic, intermediate, and advanced levels.

Hence, the concept of varying degrees of support in assistive systems is crucial
for tailoring technology to diverse user needs. This can be conceptualized through the
functional level model, which categorizes assistive systems based on their complexity
and adaptability across three primary levels: basic, intermediate, and advanced.

• At the basic level, assistive systems focus on singular, straightforward tasks. These
systems, such as basic hearing aids, are designed for ease of use and specific
functionalities, offering direct and uncomplicated assistance.
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• Intermediate level systems integrate multiple functions, offering broader support.
Smartphones with accessibility features, for instance, fall into this category. These
systems balance complexity with user-friendliness, catering to a range of needs while
maintaining usability.

• Advanced level systems exemplify the highest degree of support, characterized by
their adaptability and intelligent features. Smart home systems that learn and antici-
pate user needs and advancedprosthetics that adjust to the user’smovements are exam-
ples of this level. Nowadays, these systems are often embedded with AI and machine
learning, enabling them to adapt and evolve with the user’s changing requirements
(cf. RIA-Systems in ISO WD 9241-810 (not published yet)).

Understanding these degrees of support is essential in designing assistive systems
that align with user needs because of reducing the design complexity within the context
of use by dividing the functionality into levels. Hence, the functional level model serves
as a guide for developers and designers, helping them assess and categorize systems
based on intended functionality and user requirements. By acknowledging the diversity
in functional levels, assistive technologies can be more effectively tailored to individual
needs, enhancing their utility and impact. Hence, the functional level model underscores
the importance of a user-centric approach in assistive technology design, ensuring sys-
tems are not only functional but also adaptable and responsive to the unique challenges
faced by users.

4 Stage Model to Identify the Level of Assistance

In the realm of assistive technology, the development and implementation of systems
that enhance human capabilities have become increasingly sophisticated. To effectively
categorize and understand the progression of these technologies in terms of autonomy,
support, and user comfort, we propose a StageModel. This model delineates the gradual
escalation of an assistive system’s capabilities, from basic data interpretation to fully
autonomous action execution and self-adjustment. The model is designed to provide a
clear framework for the development, evaluation, and enhancement of assistive systems,
ensuring they meet the evolving needs of users while maintaining a focus on ergonomics
and user-friendly design.By identifying distinct stages of assistance, themodel facilitates
a structured approach to the innovation of assistive technologies, enabling more targeted
research, development, and implementation strategies.

The Stage Model is meticulously structured into four major levels, each with its
sublevels, designed to delineate the progression of assistance provided by assistive sys-
tems. This hierarchical arrangement facilitates a clear understanding of the increasing
complexity and sophistication of the systems as they advance from one level to the next.

• LEVEL 1 serves as the foundational stage, where assistive systems begin by interpret-
ing data to generate instructions or recommendations, focusing primarily onworkload
optimization. This level sets the baseline for applying ergonomic principles in assis-
tive technology, emphasizing data analysis over simple data recording, or displaying.
[6] examines the role of self-efficacy and self-confidence in the adoption of assistive
technologies, which aligns with this stage of the model where users begin to interact
with these technologies.
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• LEVEL2marks the introduction of active support,with the systemperforming actions
based on its interpretation of data. These actions are supportive, enhancing the user’s
capabilities without fully automating the process.

• LEVEL 2b introduces a feedback mechanism, where the system evaluates the effec-
tiveness of its actions, ensuring they meet the intended objectives. [7] is an example
for Level 2 and Level 2b, where assistive technology not only interprets data but also
provides active support and feedback. The research demonstrates the use of a gami-
fied, brain-computer interface-based program for children with ADHD, showing how
technology can enhance cognitive functions.

• LEVEL 3 represents a significant leap in autonomy, with the system capable of fully
taking over the execution of actions. This level signifies a closer move towards com-
plete system independence in task management. In [8], it is discussed how assistive
technology, like vision aids, can significantly impact educational outcomes exempli-
fying level 3, where technology begins to take over more autonomous roles (such as
conducting vision screenings in schools).

• LEVEL 3b adds an evaluative component, with the system assessing the success of
its actions, further refining its approach to ensure optimal outcomes.

• LEVEL 4 encapsulates the pinnacle of system autonomy and sophistication. Here,
the system not only autonomously executes actions but also continually assesses
and readjusts based on effectiveness. This level is indicative of highly intelligent
assistive technologies capable of operatingwithminimal to nohuman intervention. [9]
covers the development of assistive technologies for individuals with deafblindness,
particularly emphasizing the need to move beyond prototype phases, resonating with
Level 4 where systems are highly autonomous and sophisticate.

As the levels progress, there is a notable increase in autonomy, support, and com-
fort provided by the system. Importantly, the process of data input does not necessarily
require automation; indeed, manual input might be regarded as an added convenience. It
is crucial for an assistive system to engage in data analysis that goes beyondmere record-
ing or display—actions that would categorize a system as LEVEL 0, indicating it does
not offer actual assistance. The model encourages the consideration of long-term objec-
tives alongside the optimization of immediate tasks. At its foundation, LEVEL 1 sets a
standard for the application of these principles, while LEVEL4 contemplates the deploy-
ment of actions by “relatively intelligent” robots, which could operate independently of
human interaction.

This thorough introduction and subsequent detailed breakdown of the Stage Model
underscore its relevance and utility in the creation of assistive technologies. These tech-
nologies are designed to be dynamic, evolving alongside the user’s shifting needs.
This ensures not only those current requirements are met but also that there is a
forward-looking approach to future developments and potential challenges.

The following model shows the levels of assistive system and the type of support.
The more specific support criteria are used to categorize or classify the corresponding
systems and are intended to help differentiate between them. Level 0 is not relevant as
there is no support from the system. Level 4 is already an autonomous system. Although
this can generally also be supportive for the user, it does not fall within the scope of
consideration of the referenced standard (Table 1).
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Table 1. The Stage Model to Identify the Level of Assistance classifies assistive systems by their
support levels, from Level 0 (no support) to Level 4 (autonomous), using specific criteria. Level
4, though possibly supportive, is beyond the standard’s focus.

Levels of
Assistive
Systems

0 1 2 3 4

Type of support None
ac-cording
to the
defini-tion

Instruction or
recom-mendation

Supporting
action
(sub-tasks if
applicable)

Largely
autonomous
(complete
task if
necessary)

No
assistance,
since
autonomous

Data is collected
and analyzed,
interpreted and a
recommendation
for action is
communicated

X X X X

The system
carries out the
handling
independentlya

X X X

The system
checks whether
the goal of the
action has been
achieved,
communicates
the status

X X X

The system
adjusts
automatically to
complete the
action (if
necessary,
according to
specifications)

X X

(continued)
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Table 1. (continued)

Levels of
Assistive
Systems

0 1 2 3 4

Type of support None
ac-cording
to the
defini-tion

Instruction or
recom-mendation

Supporting
action
(sub-tasks if
applicable)

Largely
autonomous
(complete
task if
necessary)

No
assistance,
since
autonomous

The system acts
automatically
and completes
the action
without the user
having to do
anything

X X

Both the
initiation and the
execution of the
action are carried
out by the system
(fully
automatically)
and the user does
not need to
actively
participate in the
action

X

aThis implies that there is an action/deed that (would otherwise) be performed by a human.

[10–12] explores how assistive products contribute to the Sustainable Develop-
ment Goals, highlighting the broader impacts of such technologies, which are essential
considerations across all levels of the stage model above.

5 Discussion

Assistive systems are designed to help individuals by offsetting their physical and men-
tal challenges, enhancing their abilities, and facilitating their goal achievement. These
systems aim to reduce the user’s overall burden while providing new skills, thereby
expanding their action range [cf. 13]. They support activities that demand both innate
and acquired skills, which can be honed through training. However, when optimizing
for internal and external loads through these systems, it’s important to recognize that
while they can reduce stress, they might also introduce new forms of load, such as those
associated with training and goal transfer, leading to further questions.
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Is it important to distinguish between compensation and enhancement in the tasks
or actions performed by assistive systems [cf. 14]? An assistive system extends the
abilities and skills of an individual (and may include the compensation of a disability).
However, it is conceivable that this general overarching view is not accepted, especially
in the current phase of the desired differentiation of society and the exact designation
of individual groups. In relation to the external load (objectively and “measurably”
existing task), an assistive system will change this - ideally always with the aim of
optimizing the load for the individual [cf. 15], whereby optimization can be a trivial
relief on the one hand or targeted (development) training on the other. In this respect,
a fundamental reduction of the load, which is typically the intention, is not always
expedient. As part of the task analysis, it can be useful to differentiate the overall load into
the individual partial loads (dimensions) to work out and prioritize the starting points for
optimization (e.g. according to effectiveness (benefit) and feasibility (effort)). Regarding
the internal load (individual reaction), it seems particularly important to emphasize that
for an optimal assistive system, the performance requirements (long-term and short-
term abilities and skills) of the respective individual or target group must be precisely
determined, described, and analyzed against the background of the (intended) context of
use (task, environment, framework conditions, etc.). Only then can the optimal change
to the load be identified and implemented.

The presented approach is a first step that serves as the basis for further elaboration
to answer e.g. further questions such as “Does an assistive system have to have a direct
coupling/connection to the human to produce training effects (movement sequences,
muscle development, etc.)?” or “Otherwise, I would have a substitution of the human
rather than an assistance, wouldn’t I?” We need to consider where exactly the boundary
is.

In any case, to be an assistive system, humans should always be involved, even
without active participation: they are and remain part of the scenario/context of use
(whether in the autonomously driving vehicle or connected to the insulin pump without
any intervention).

6 New Developments in Ergonomic Design of Assistive Systems

The integration of cutting-edge technologies in the ergonomic design of assistive systems
represents a significant leap forward in this field [cf. 16–18]. Advances in artificial
intelligence (AI) and machine learning have led to the development of highly adaptive
assistive technologies that can learn from and respond to user interactions, offering a
more personalized experience. This adaptability is particularly beneficial for all users as
the systems can adjust to changing needs over time.

New technologies have emerged as powerful tools in assistive system design, such
as Virtual and augmented reality (VR and AR). They offer immersive environments
for rehabilitation and skill development, providing engaging and effective therapeutic
and learning experiences [cf. 19]. The user interface design in assistive technologies
has undergone substantial improvements, focusing on intuitive, user-friendly interfaces.
This reduces cognitive load and makes the technology more accessible [cf. 20, 21].
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These advancements not only enhance the functionality of assistive systems but also
significantly improve their usability, making a profound impact on users’ independence
and quality of life.

7 Conclusion and Outlook

This paper delves into the integration of ergonomic design principles with assistive
systems, emphasizing adherence to DIN Standard guidelines to improve these technolo-
gies’ effectiveness and user-friendliness. We outlined essential ergonomic principles
for developing intuitive assistive technologies and introduced a comprehensive classi-
fication system. This system categorizes assistive technologies into physical, cognitive,
sensory, health, emotional, social, and environmental interaction systems based on their
functional benefits, showcasing their universal value in enhancing daily life. While the
exact term ‘functional level model’ is not yet commonly used in academic literature, the
principles it represents are well-reflected in established models underscore the impor-
tance of a user-centric approach in assistive technology design, ensuring systems are
not only functional but also adaptable and responsive to the unique challenges faced by
users. Furthermore, we presented a novel framework, so called Stage Model to Identify
the Level of Assistance, to understand the types of support provided by assistive systems,
enabling the creation of customized, user-centric solutions. The proposed model offers
a structured methodology for innovating assistive technologies by identifying specific
stages of assistance and levels of functionality, which allows for more focused research,
development, and deployment strategies.

In conclusion, our research offers a roadmap for leveraging ergonomic design prin-
ciples and cutting-edge technology to develop more effective and universally accessible
assistive systems, promising significant enhancements in the quality of life for users
with diverse needs.

The outlook for this paper focuses on the ongoing evolution and future direction
in the design of assistive systems. As technology advances, we anticipate further inte-
gration of AI and machine learning, enhancing adaptability and personalization. The
potential of emerging technologies like brain-computer interfaces and nanotechnology
could revolutionize how assistive devices interact with users. Additionally, a growing
emphasis on inclusive design will likely lead to systems that are more universally acces-
sible. Finally, the evolving landscape of ethical considerations, particularly regarding
data privacy and user autonomy, will play a critical role in shaping the future of assistive
technology design.

Acknowledgments. We thank Azadeh Rahimi Farahani and Flávia Xavier Macedo de Azevedo
for supporting these reflections for the DIN AAL working group by elaborating their theses as
well as all members of the DIN committee NA 023-00-04-09 AK Ergonomic aspects of AAL
(ambient assisted living) and assistive systems.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article. The authors are members of the DIN committee NA 023-00-04-09 AK
Ergonomic aspects of AAL (ambient assisted living) and assistive systems.



86 K. Nebe and R. Heimgärtner

References

1. DIN 92419: Principles of the ergonomic design of assistive systems (Standard). Beuth (2020).
https://doi.org/10.31030/3106725

2. Farahani, A.R.: Reliability of the metric to evaluate the ergonomic principles of assistive
systems, based on theDIN92419.Master’s thesis. Rhine-WaalUniversity ofApplied Sciences
(2022)

3. Xavier Macedo de Azevedo, F., Heimgärtner, R., Nebe, K.: Development of a metric to
evaluate the ergonomic principles of assistive systems, based on the DIN 92419. Ergonomics
66(6), 821–848 (2023). https://doi.org/10.1080/00140139.2022.2127920

4. Cook,A.M., Polgar, J.M.: Cook andHussey’sAssistive Technologies: Principles and Practice,
4th edn. Elsevier Health Sciences, Amsterdam (2015)

5. Debeuf, R., et al.:. Healthcare professionals’ perspectives on development of assistive tech-
nology using the comprehensive assistive technology model. Assist. Technol. 36(1), 51–59
(2024). https://doi.org/10.1080/10400435.2023.2202713

6. Shinohara, K., Wobbrock, J.O.: Self-efficacy and self-confidence as predictors of assistive
technology adoption. In: Proceedings of the 18th InternationalACMSIGACCESSConference
on Computers and Accessibility, pp. 81–88. ACM (2016)

7. Lim, C.G., Poh, X.W., Fung, D.S., Gupta, B., En, H.: The effectiveness of a brain-computer
interface-based attention training program for children with ADHD. Atten. Disord. 23(5),
473–483 (2019)

8. Smith, S.T., Bastawrous, A.: Impact of assistive technology on educational achievement:
insights from a school-based eye health program. J. Educ. Health Prom. 8, 56.1 (2019)

9. Ozioko, O., Hersh, M.: Assistive technology for people with deafblindness: from prototypes
to user-driven solutions. Assist. Technol. Res. Ser. 36, 123–130 (2015)

10. Tebbutt, E., Brodmann, R., Borg, J., MacLachlan, M., Khasnabis, C., Horvath, R.: Assistive
products and the sustainable development goals (SDGs). Glob. Health 12(1), 79 (2016)

11. World Health Organization: Global report on assistive technology. WHO (2021)
12. World Health Organization & World Bank: World report on disability. WHO (2011)
13. Alharbi, M., Bauman, A., Neubeck, L., Gallagher, R.: The use of wearable technology in

providing assistive solutions for mental well-being. Sensors 21(7), 2350 (2021). https://www.
mdpi.com/1424-8220/21/7/2350

14. Körtner, T.: Ambient Assistive Technologies (AAT): socio-technology as a powerful tool for
facing the inevitable sociodemographic challenges? Philos. Ethics Hum. Med. 11, 5 (2016).
https://peh-med.biomedcentral.com/articles/10.1186/s13010-016-0036-6

15. Papadopoulos, C., Goudas, M.: The upcoming role for nursing and assistive robotics: oppor-
tunities and challenges ahead. Front. Robot. AI 8, 687716 (2021). https://www.frontiersin.
org/articles/10.3389/frobt.2021.687716/full

16. Da Silva, M.F., Xavier, A.A., Spolaôr, N., Rodrigues, J.J.P.C.: Artificial intelligence of things
applied to assistive technology: a systematic literature review. Sensors 22(21), 8531 (2022).
https://doi.org/10.3390/s22218531

17. Pereira, F., Gomes, J., Oliveira, M.: Artificial intelligence of things applied to assistive tech-
nology: a systematic literature review. Sensors 22(21), 8531 (2022). https://doi.org/10.3390/
s22218531

18. Qiu, S., Hu, J., Han, T., Osawa, H., Rauterberg, M.: An evaluation of a wearable assistive
device for augmenting social interactions. IEEE Access 2020(8), 164661–164677 (2020)

19. Geiser, M.: Perspectives on assistive systems for manual assembly tasks in industry. Tech-
nologies 7(12), 4–10 (2019). https://www.researchgate.net/publication/335074208_Perspecti
ves_on_Assistive_Systems_for_Manual_Assembly_Tasks_in_Industry

https://doi.org/10.31030/3106725
https://doi.org/10.1080/00140139.2022.2127920
https://doi.org/10.1080/10400435.2023.2202713
https://www.mdpi.com/1424-8220/21/7/2350
https://peh-med.biomedcentral.com/articles/10.1186/s13010-016-0036-6
https://www.frontiersin.org/articles/10.3389/frobt.2021.687716/full
https://doi.org/10.3390/s22218531
https://doi.org/10.3390/s22218531
https://www.researchgate.net/publication/335074208_Perspectives_on_Assistive_Systems_for_Manual_Assembly_Tasks_in_Industry


Ergonomic Principles in Designing Assistive Systems 87

20. Görner, M., Wiesbeck, M., Reisinger, J., Schulleri, K., Franke, J.: Perspectives on assistive
systems for manual assembly tasks in industry. Technologies 7(1), 12 (2019). https://doi.org/
10.3390/technologies7010012

21. Pai, A., Goulart, C., Li, F., et al.: Cutting-edge communication and learning assistive tech-
nologies for disabled children: an artificial intelligence perspective. Front. Psychol. (2020).
https://doi.org/10.3389/fpsyg.2020.01928

https://doi.org/10.3390/technologies7010012
https://doi.org/10.3389/fpsyg.2020.01928


Effects of Electrical Muscle Stimulation
on Memorability of Hand Gestures: A

Preliminary Study

Yoshiki Nishikawa(B), Yui Atarashi, Shogo Sekiguchi, and Buntarou Shizuki

University of Tsukuba, Tsukuba, Ibaraki 305-8573, Japan
{nisihkawa,atarashi,sekiguchi,shizuki}@iplab.cs.tsukuba.ac.jp

Abstract. While images and videos can be used to self-learn hand ges-
tures, it can be difficult to learn gestures accurately in terms of the
fingers one has to move and when in order to perform gestures by simply
observing images or videos, especially with regard to gestures requiring
the movement of multiple fingers. We focus on applying tactile sensation
to the muscles of the fingers that should be moved to improve the learn-
ability of hand gestures during self-learning. Specifically, we use electrical
muscle stimulation (EMS). We consider EMS may decrease the tendency
to move the wrong finger at the wrong time. We first developed a video
and an EMS-based hand-gesture-learning support system. Our system
applies EMS in synchronization with the movements shown in the videos.
Then, we compared the memorability of hand-gesture learning with an
existing video-based hand-gesture learning-support system. The results
showed an increased number of errors when using EMS, which could be
attributed to several factors, such as discomfort from the EMS and a
decrease in active engagement and attention. Based on the discussion,
we presented a new design for a hand-gesture-learning support system
using EMS in response to user errors.

Keywords: Electrical Muscle Stimulation · Motor learning · Hand
gestures

1 Introduction

While images and videos can be used to self-learn hand gestures (e.g., sign lan-
guage), it can be difficult to learn gestures accurately in terms of the fingers
one has to move and when in order to perform gestures by simply observing
images or videos, especially with regard to gestures requiring the movement of
multiple fingers. In addition, since self-learning is done without feedback from
an instructor, there is also a risk of learning gestures incorrectly.

To mitigate this problem, research on assisting self-learning of hand gestures
by using visual feedback has been conducted [16]. In this research, the system
senses the hand motion and records and evaluates it providing real-time visual
feedback that notifies the users of correct hand movements. Users can understand
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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the hand gestures of the sign language by referring to the visual feedback. The
challenge in learning with visual feedback is that it would still be difficult to
understand when and which users should move their fingers to form correct
gestures by using only video or images.

In contrast to the above research, we focus on applying tactile sensation to
the muscles of the fingers that should be moved to improve the learnability of
hand gestures during self-learning. Specifically, we use electrical muscle stimula-
tion (EMS). EMS is a technology that induces muscle contractions by directly
applying electrical stimulation to the muscles through electrodes attached to the
skin. The use of EMS is diverse; it is used in rehabilitation, exercise training, and
muscle strengthening. Recently, EMS has been used for extending interactions
based on tactile feedback (e.g., [2,4,8,9,15,18]). Furthermore, EMS has been
used for assisting in motor learning [4,8,15], since humans can perceive that
their body parts, such as fingers and arms, extend and bend through electrical
stimulation [8]. Specifically, EMS is used in activities such as playing musical
instruments [4], learning how to operate unfamiliar tools [8], and guiding the
direction of pedestrians [15].

Similarly, the ability to move the fingers using EMS can assist in self-learning
hand gestures. It allows users to understand which fingers they should move and
when they should start to move their fingers, through stimulation. We consider
that this functionality, which we call tactile instruction, may decrease the ten-
dency to move the wrong finger at the wrong time. As a result, the ease of
remembering hand gestures accurately and recalling them (hereafter referred to
as “memorability”) would increase. However, how EMS affects the memorability
of hand gestures has yet to be explored.

In this study, we investigated how EMS-based tactile instruction improves
memorability in hand gesture learning, particularly by indicating which finger
should be moved and when through applying EMS to the muscle. For this inves-
tigation, we first developed a video and an EMS-based hand-gesture-learning
support system. Our system applies EMS in synchronization with the movements
shown in the videos, so that users can learn hand gestures by referring to visual
cues and experiencing tactile sensations. Then, we compared the memorability
of hand-gesture learning with an existing video-based hand-gesture learning-
support system.

The contributions of this paper are as follows:

– We developed a hand-gesture-learning support system that uses EMS syn-
chronized with a hand gesture video for each finger.

– We investigated the effects of EMS-based tactile instruction on memorability
in hand-gesture learning. Our results showed that while EMS-assisted meth-
ods might decrease overall learning performance, they potentially reduce cog-
nitive load for learners. Furthermore, our results showed that participants
more easily perceive EMS when it is applied to a single location rather than
multiple locations concurrently.

– We presented a system design that uses hand-gesture recognition based on
our user study results. In this design, the system applies EMS only when
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the user performs an incorrect hand gesture, effectively preventing incorrect
movements. By providing feedback only for incorrect movements, learners
could study at their own pace and reduce the discomfort associated with
EMS.

2 Related Work

This study uses EMS as a tactile instruction for motor-learning support, specif-
ically for improving memorability in hand-gesture learning. In this section, we
describe research using EMS and research related to motor-learning support.

2.1 Electrical Muscle Stimulation

EMS is a technology developed in the 1960s for medical rehabilitation [7]. EMS
provides electrical stimulation of continuous high-voltage pulse waveforms to
muscles beneath the skin through electrodes attached to the skin. This induces
involuntary muscle contractions, leading to movements in areas such as the arm
or fingers. Recently, due to the size of the device being smaller compared to
mechanical devices using motors, EMS has been gaining attention as a promising
technology for tactile feedback and tactile actuation [4,8,9,15,18].

Research on finger control using EMS has included using it to provide force
feedback in VR and AR [10,11] and movement assistance [4,9,10]. These studies
use electrodes attached to the forearm. However, because the forearm is densely
packed with muscles, it is difficult to move specific fingers when the forearm is
stimulated electrically [19], therefore, research has been conducted that involves
controlling each finger independently using EMS [14,18,19]. Takahashi et al. [18]
demonstrated that by attaching electrodes to the back of the hand, the joints
at the base of the fingers can be moved independently. Watanabe et al. [20]
attached electrodes to the finger flexors and extensors and used feedback control
to stop the finger at a desired angle; however, there was an issue with the finger
vibrating when it was stopped. Nith et al. [14] improved on Watanabe et al.’s
method [20] by adding mechanical stoppers.

In our study, we used the method of attaching electrodes to the back of the
hand [18] to move each finger independently.

2.2 Research on Motor Learning Support

Numerous studies have been conducted to support motor learning. In this
section, we discuss research related to motor learning using EMS and research
related to hand-gesture-learning support.

Research on Motor Learning Assistance Using EMS. Research has been
conducted to assist learners using EMS in learning human movements [1,4,8,
12,13]. Ebisu et al. [4] used EMS to assist in the playing of percussion instru-
ments by presenting the timing for playing the instrument. Some studies used
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EMS to assist with learning the piano, employing it to move the player’s fin-
gers [12,13]. Niishima et al. [13] enhanced the synergistic effect of the multiple
muscles required to play the piano using EMS. Also, they improved efficiency and
reduced fatigue in people practicing piano conventions such as octave tremolos
and C major scales by applying EMS to the forearm and shoulder muscles [12].
Furthermore, Lopes et al. [8] presented a system that instructed people how to
operate tools they had never used before using EMS. Chen et al. [1] developed
a master-slave gesture learning system based on EMS to assist beginners by
imitating a teacher’s hand movements.

These studies did not investigate memorability of learning with EMS, whereas
our research aims to explore the impact of EMS on the memorability of hand
gestures.

Hand Gesture Learning Support. There already exists a study that aids in
learning American Sign Language (ASL) within mixed reality environments [16].
This research provided visual feedback alone to assist learning; it did not explore
tactile sensation. By contrast, we provide tactile sensation to the fingers required
for hand gestures using EMS.

One major method for self-learning sign language is watching TV programs
or videos, or looking at 2D images in books [6]. In our study, we employed a
learning method based on videos as the baseline in our preliminary study.

3 System Design and Implementation

EMS
generators

EMS
control circuit

Hand gesture 
video player

EMS output 
device

Fixing 
sleeve

a b

Fig. 1. Our hand-gesture-learning support system. (a) Overview of the system. (b) It
is an EMS output device.

We developed a system that uses EMS to move the fingers in synchronization
with hand-gesture videos. In this section, we first explain the overall system
configuration. We then describe the system’s calibration method.
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Providing EMS

Hand gesture 
video player

EMS control 
circuit

EMS
generators

Electrode  
fixing sleeve

Play video

Switching signal 
ON/OFF

EMS output

User

EMS parameters

Fig. 2. System configuration.

a b

Fig. 3. Electrodes and electrode fixing sleeve. (a) The electrode positions for moving
each finger with corresponding colors. For example, the index finger and the two elec-
trodes for moving the index finger are colored blue. (b) The electrode fixing sleeve worn
on the hand. (Color figure online)

3.1 System Configuration

The system we developed and its configuration are shown in Fig. 1 and Fig. 2,
respectively.

As shown in Fig. 1a, the user wears an electrode fixing sleeve and watches
videos that the hand-gesture video player shows in hand-gesture learning. The
player shows the video and provides EMS parameters to the EMS output device
to apply EMS in synchronization with the movements shown in the video.
Beneath the sleeve, there are electrode pads for EMS attached to the skin, to
which the electrical stimulation generated by the EMS output device is pro-
vided. The EMS output device consists of the electrical stimulation generator
and electrical stimulation control circuit shown in Fig. 1b. We used a commer-
cially available EMS device as the electrical stimulation generator.1 This device

1 Beurer Sanitas, SEM 43 Digital EMS/TENS.
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can adjust the electrical stimulation’s pulse width, frequency, and output inten-
sity. After conducting author experiments in this study, we determined the values
at a pulse width of 200ms and a frequency of 70Hz, where the fingers and wrists
moved significantly. The output time of the electrical stimulation was adjusted
to appropriate values for each hand gesture. The output intensity for each elec-
trode was determined individually for each user through calibration before using
the system.

Electrodes and an electrode fixing sleeve are shown in Fig. 3. As shown in
Fig. 3a, we used four electrode pads for the back of the hand, one for the palm,
four for the inside of the wrist, and one for the outside. We used wet-type elec-
trode pads.2 As shown in the figure, each finger receives electrical stimulation
using two electrode pads. By providing electrical stimulation from 10 electrode
pads, our system can induce muscle contractions that bend all five fingers. In
addition, we used a sleeve, as shown in Fig. 3b, to ensure the electrodes did not
detach after we secured the electrode pads and wired them.

3.2 Calibration Method

The position of these electrode pads (hereafter referred to as application points)
was adjusted for each user until the appropriate muscle contraction occurred.
To ensure the safe use of the system by users, we performed calibration for each
user beforehand. The calibration procedure was as follows:

– Attach the electrode pads to the application points.
– Increase the output intensity of the EMS generators by one step. Continue

this until the finger flexion due to electrical stimulation is sufficient.
– If muscle contraction does not occur, reduce the output intensity, adjust the

position of the electrode pad, and apply electrical stimulation again.
– Once the fingers flex independently to a certain extent, the calibration is

considered complete.

The above steps are performed for all five fingers of one hand. If the user indicates
pain or discomfort, the process is immediately stopped.

4 Preliminary Study

We conducted a preliminary study to compare how EMS-based tactile instruction
improves memorability in hand-gesture learning against an existing video-based
hand-gesture-learning support system.

4.1 Participants

The participants were twelve students (two females) in our laboratory. Among
them, eight had experience of EMS; none used it regularly. Eleven were right-
handed, while one was left-handed. The average age was 22.6 (SD=0.86).
Informed consent was obtained before the study.
2 Omron Healthcare, HV-LLPAD.
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4.2 Learning Methods

Neuroscience research has shown that active engagement and attention are fun-
damentals for effective learning [3]. We also thought that it was crucial to ensure
that participants maintained active engagement, even when using external aids
such as EMS. Therefore, we compared the following two methods in this user
study:

– Existing Method: In this method, participants are encouraged to actively
move their hands using only hand-gesture videos.

– Our Method: In this method, participants are encouraged to actively
move their hands while watching the hand-gesture videos and simultaneously
receive electrical stimulation through EMS.

4.3 Hand Gesture Set

For this user study, we constructed a gesture set, which is a multiset because it
contains two instances for some elements (i.e., some gestures). Each gesture in
this set consisted of the bending movements of the thumb, index finger, middle
finger, ring finger, and little finger, and each was classified into nine types based
on the combination of the following two conditions:

– Condition 1: Number of fingers bending simultaneously (one, two, or three
fingers).

– Condition 2: Number of consecutive bending movements (once, twice, or three
times).

Based on these conditions, we randomly created 30 gestures for bending a single
finger (10 for bending one finger once, 10 for bending one finger twice, and 10
for bending one finger three times). Similarly, we created 30 gestures each for
hand gestures involving two and three fingers, resulting in a set of 90 gestures.

Note that, for the conditions of bending one finger once, two fingers once,
and three fingers once, we replicated some gestures to achieve ten gestures due
to the absence of ten unique gestures. In addition, gestures that were difficult
for humans to perform, such as bending the middle and little fingers without
bending the ring finger, were excluded. Moreover, we constructed hand gestures
involving two or three movements by connecting one-movement gestures. In total,
the number of times each finger was bent was 75 for the thumb, 72 for the index
finger, 67 for the middle finger, 83 for the ring finger, and 63 for the little finger
in this set.

4.4 Task

We used a within-subject design; participants learned the same gesture set using
the two methods. The order of methods was counterbalanced. The flow of the
task performed by the participants is shown in Fig. 4 and described below:
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Calibration
Only in our method

Hand gesture learning (90 trials
Checkbox 
to answer

Hand gestures
video viewing

(to camera)
Present hand gesture

Post-questionnaire

Pre-questionnaire
Only in the first method

Fig. 4. Task of the study.

Hand gesture 
video player

EMS output 
device

Electrode 
fixing sleeve

a

Check box to 
answer bent fingers

Camera
Hand gesture

b c

Fig. 5. Setup and procedure of the preliminary study. Participants learn hand gestures
(a). After learning, they answer which finger is bent using checkboxes for each gesture
(b) and then present it to the camera (c).

1. Pre-questionnaire (only in the first method): Participants were asked
about their attributes and experience with EMS.

2. Calibration (only in our method): Calibration was performed to deter-
mine the output intensity of the electrical stimulation given to each electrode
and the electrode position on to the user’s right hand.

3. Hand gesture learning (in both methods): Figure 5 shows the hand-
gesture-learning task performed by the participants. First, participants
watched a hand-gesture video (Fig. 5a) while memorizing the fingers to bend
and the timing. Then, they answered, using checkboxes, which fingers bent
(Fig. 5b). Finally, they presented the remembered hand gesture to the camera,
including the fingers to bend and the timing, as accurately as possible using
the right hand (Fig. 5c). This series of flows is considered one trial, with 180
trials (90 trials × 2 methods) in the entire study. The order of hand gestures
started with the gestures of bending one finger once, followed by one finger
twice, one finger three times, two fingers once, . . ., and ended with gestures
bending three fingers three times.

4. Post-questionnaire (in both methods): Participants were asked about
tasks they found easy (rated from 1–3), tasks they found difficult (rated from
1–3) among the nine types of gestures, what they paid attention to during
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memorization, their overall impressions of the user study, and the NASA-
TLX [5] scores for workload assessment.

4.5 Metrics for Evaluation

The metrics used for evaluating the methods were the number of incorrect
answers in the checkbox-based test, discrepancies between checkbox responses
and the actual hand gestures presented by the participants, the NASA-TLX [5]
scores for workload assessment, and the answer to the post-questionnaire.

5 Results

In this section, we discuss the metrics used for evaluating the methods. All
statistical tests were performed at a significance level of α = 0.05.

Fig. 6. Number of incorrect answers. Fig. 7. Error rate by fingers.

Fig. 8. Error rate by the number of fingers.
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5.1 Number of Incorrect Answers

The overall number of incorrect answers in each method during the test is shown
in Fig. 6. Additionally, the error rate by finger is shown in Fig. 7, and the error
rate by the number of fingers is shown in Fig. 8. The results of incorrect answers
in each method were analyzed using the Shapiro-Wilk test. If there was nor-
mality, paired t-tests were used, and if there was no normality, the Wilcoxon
signed-rank test was used. The test methods used and the results of the p-values
are shown in Table 1. As shown in Table 1, two p-values were less than 0.05, indi-
cating that there was a significant difference in the overall number of incorrect
answers and the error rate for two fingers. In addition, while no significant dif-
ferences were observed in other items, the index finger, middle finger, and three
fingers approached the significance level (the p-value was between 0.10 and 0.05),
suggesting differences in these items.

5.2 Discrepancies Between Checkbox Responses and Actual Hand
Gestures

Figure 9 shows the discrepancies between checkbox responses and the actual
hand gestures performed by participants in front of the camera. Data from one
participant was excluded because the entire hand was not visible in the video,
thus we used the data from 11 participants.

The left of the figure shows the average number of times participants
answered correctly in the checkbox but performed the gesture incorrectly (Check-
box � Camera×). The right side shows the average number of times partici-
pants answered incorrectly in the checkbox but performed the gesture correctly
(Checkbox× Camera �).

After conducting the Shapiro-Wilk test, which indicated a lack of normality
in our data, we used the Wilcoxon signed-rank test for our statistical analysis of

Table 1. Test methods and the results of the p-values.

Item Test method p-value

Total Paired t-test 0.036
Thumb Paired t-test 0.054
Index Paired t-test 0.092
Middle Paired t-test 0.054
Ring Paired t-test 0.28
Pinky Paired t-test 0.065
One finger Wilcoxon signed-rank test 0.46
Two fingers Paired t-test 0.013
Three fingers Wilcoxon signed-rank test 0.12
Checkbox� Camera× Wilcoxon signed-rank test 0.83
Checkbox× Camera� Wilcoxon signed-rank test 0.072



98 Y. Nishikawa et al.

Fig. 9. The number of discrepancies between checkbox responses and actual hand
gestures.

the discrepancies. The results showed that for the discrepancies where partici-
pants answered correctly in the checkbox but performed the gesture incorrectly,
the p-value was 0.76, indicating no significant difference. Conversely, for discrep-
ancies where participants answered incorrectly in the checkbox but performed
the gesture correctly, the p-value was 0.072, which approached the significance
level (the p-value was between 0.10 and 0.05), suggesting a difference.

5.3 NASA-TLX

The results of the NASA-TLX are shown in Fig. 10. The data for each item of
the NASA-TLX were analyzed using the Shapiro-Wilk test. Then, items with
normality were analyzed using paired t-tests, and items without normality were
analyzed using the Wilcoxon signed-rank test. The results are shown in Table 2.
As shown in Table 2, all items had p-values greater than 0.05, indicating no
significant difference.

Fig. 10. Results of the NASA-TLX. Fig. 11. Participants’ ratings of diffi-
culty of tasks.
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Table 2. Results of tests for each item in NASA-TLX.

Item Test method p-value

Mental demand Wilcoxon signed-rank test 0.37
Physical demand Paired t-test 0.31
Temporal demand Paired t-test 0.84
Performance Paired t-test 0.39
Effort Paired t-test 0.93
Frustration Paired t-test 0.81
Total Paired t-test 0.51

5.4 Questionnaire Results

The participants were asked about the ways in which they memorized the ges-
tures and their impressions of the user study. The results are shown in Table 3
and Table 4.

Additionally, to quantitatively assess the perceived difficulty of the gestures
task, participants were asked to rate the tasks related to the nine types of ges-
tures from most difficult to easiest. Points were allocated as follows: 3 points for
the most difficult task, 2 points for the second most difficult, and 1 point for
the third most difficult. Conversely, negative points were allocated for the tasks
perceived as easiest: −3 points for the easiest task, −2 points for the second
easiest, and −1 points for the third easiest.

A composite score for each type was then calculated based on the summation
of these points from all participants. The results are shown in Fig. 11.

6 Discussion

In this section, we discuss the results of our experiments. The discussion is
broken into several subsections, each focusing on a distinct aspect. First, we
explore the possible reasons for the increased error rate when using EMS. Next,
the discussion delves into why gestures involving two fingers had the most errors.
The section also looks into the observed lack of significant differences in both

Table 3. The ways in which gestures were memorized by participants.

No. Responses Participants Method

1 I named the gesture shapes to help with memorizing them P1–3, P7, P8, P11, P12 Both method
2 I repeated the names of the bent fingers in my mind P2, P5, P6 Our method
3 I physically imitated the gesture P6 Existing method
4 I remembered the sensation after feeling the stimulus P8 Our method
5 I used both hands for memorization P9 Our method Existing method
6 I tried to remember by shape. P10 Exiting method
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methods one-finger gestures and NASA-TLX scores. Finally, we describe a new
design for a hand-gesture-learning support system that we have devised based
on the above discussions.

6.1 Reasons for Increased Error Rates When Using EMS

Memory Inhibition Due to Discomfort. The post-questionnaire (Table 4,
No. 6), suggests that the discomfort caused by EMS could impair memory reten-
tion and increase the likelihood of errors.

Diminishing Effects of EMS. The post-questionnaire (Table 4, No. 5) sug-
gests that the effects of EMS may have diminished as participants became accus-
tomed to the electrical stimulation of EMS.

Active Engagement and Attention. The movement of the fingers induced
by EMS may have led to a decrease in users’ conscious efforts to move their
fingers actively, resulting in scattered attention and potentially an increase in
errors. This observation aligns with neuroscience research that emphasizes the
importance of active engagement and attention as fundamentals for effective
learning [3].

Table 4. Overall impressions of the user study from participants.

No. Comments Participants Method

1 I found it easier to remember when the fingers to be
moved were adjacent or when the same finger was
moved multiple times

P2 Existing method

2 By feeling the stimulus, I remembered the sensation,
which made recalling easier and reduced cognitive
load compared to the existing method

P2, P6, P5, P10, P12 Our method

3 Because EMS didn’t move the fingers, I could practice
moving my hand in my own time, making it easier to
remember in the short term

P3 Existing method

4 Even if I remembered it during the checkbox input, I
tended to forget it during the camera input

P4 Existing method

5 I felt that the effectiveness of EMS decreased as I got
used to it

P4 Our method

6 The discomfort from EMS made it difficult to
remember

P4 Our method

7 I felt a difference in how easily each finger bent P5 Our method
8 For single fingers, I remembered the time the finger

was bent due to the sensation from EMS
P7 Our method

9 I felt a change in the position of the electrical
stimulation when bending multiple fingers

P8 Our method

10 Two fingers were more difficult to name P1, P3, P7 Both methods
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6.2 Why Two-Finger Gestures Tend to Cause Errors

The post-questionnaire (Table 3, No. 1) suggests that gestures involving three
fingers were more easily named (such as “fox” and “peace”), and, therefore, more
memorable. In contrast, two-finger gestures were found to be harder to name,
according to the post-questionnaire (Table 4, No. 10), which could explain why
they tend to cause errors.

6.3 Reason for Lack of Significant Difference in One-Finger
Gestures

The lack of significant differences in one-finger gestures can be attributed to
several factors. Firstly, fewer errors were observed in these gestures because the
total number of finger bends for one-finger hand gestures was 30 for each method.
Given this limited number, it is plausible that significant differences were less
likely to emerge. Additionally, one-finger hand gestures involve electrical stimu-
lation at only a single point, which likely reduces perceptual confusion because of
the minimized discomfort. This notion is supported by feedback from the post-
questionnaire (Table 4, No. 9), where P8 noted that he felt a shifting sensation
when multiple fingers received electrical stimulation simultaneously. Therefore,
limiting the number of points stimulated simultaneously might be beneficial.

6.4 Lack of Significant Differences in NASA-TLX Scores

The NASA-TLX scores suggest that while EMS did not significantly alleviate
the task load, EMS did not amplify the task load due to discomfort. Moreover,
feedback from the post-questionnaire (Table 4, No. 2) indicated that many par-
ticipants felt the tasks of memorization and recall were intensified by EMS. It
is conceivable that significant differences in mental demand scores might emerge
with a larger sample of participants.

6.5 Discrepancy Between the Checkbox Response and the Hand
Gesture Presented

Based on Fig. 9 and the p–value in Table 1, it was observed that for instances
where participants answered incorrectly in the checkbox but performed the ges-
ture correctly, that our method yielded a higher number of correct gestures
and approached the significance level (the p-value was between 0.10 and 0.05),
suggesting a difference. A plausible explanation for this could be that, while
participants might not have been able to remember during the memory task,
the sensation from EMS might have supported them in performing the correct
gesture more frequently than the conventional method, when they performed
the hand gesture.
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6.6 Design of the Hand Gesture Learning Support System Using
EMS

Based on the insights gathered from the previous discussion, we delve into the
design for a hand-gesture-learning support system using EMS. In our current
study, EMS was applied to all the fingers involved when users were learning
the hand gestures. However, this frequent application of EMS might have led
to increased discomfort. Moreover, the actuation of fingers by EMS could have
diminished active user engagement, potentially reducing learning effectiveness.
Considering these factors, we plan to implement tactile feedback Considering
these factors, we plan to implement tactile feedback, which moves the incorrect
fingers of an incorrect gesture in the opposite direction. This would act as a
corrective mechanism, stopping the user making the wrong finger movement.
In addition, such an approach ensures that active engagement is not compro-
mised. Furthermore, by not applying EMS extensively, we anticipate reduced
user discomfort.

7 Limitations

In this preliminary study, participants were recruited from within the laboratory.
Moreover, there was a bias in attributes such as gender and age. Therefore, it is
necessary to conduct further investigations with participants with a wider range
of ages and attributes, including experience with sign language. Additionally,
our method uses electrical stimulation, which may cause discomfort. The extent
to which this discomfort affects learning has not been sufficiently investigated.
It has also been suggested that the decrease in active engagement may have led
to diminished attention. This could be measured and evaluated using biometric
data such as brain waves and eye tracking during the experimental tasks.

Furthermore, in the preliminary study, participants were instructed to move
their fingers along with the electrical stimulation to maintain a sense of agency.
However, the timing of these movements depended on the participants, and due
to individual differences, the electrical stimulation might have caused a loss of
agency. Therefore, it is necessary to present electrical stimulation that aligns with
the participants’ movements, independent of their subjective timing, to maintain
their sense of agency. Additionally, Tajima et al. [17] have investigated user
agency trade-offs between user-initiated touch and computer-controlled touch
timing with electrical stimulation. However, the impact of this trade-off on the
effectiveness of motor learning with electrical stimulation has not been studied.
Thus, it is necessary to adjust the timing of electrical stimulation in response to
user movements and investigate its impact on learning effectiveness.

8 Conclusion

This study aimed to investigate the effectiveness of EMS on memorability in
supporting the learning of hand gestures. While EMS is viewed as a promising
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technology for helping motor learning, its effects on memorability have not been
thoroughly examined. In this study, we compared the performance and subjective
workloads between the video-based hand-gesture-learning method and a hand-
gesture-learning method using both EMS and video.

The results showed an increased number of errors when using EMS, which
could be attributed to several factors, such as discomfort from the EMS and
a decrease in active engagement and attention. Moreover, while no significant
differences were observed in the NASA-TLX scores, the questionnaire provided
insights into the user experience. Many participants found EMS helpful for mem-
orization, despite the increase in errors, suggesting that EMS might reduce the
cognitive load of the task at the expense of performance accuracy.

While this user study provides various insights, it also raises questions that
warrant further investigation. In future research, we intend to consider a broader
and more diverse participant pool and explore the long-term effects of learning
with EMS. Additionally, we have not investigated how well users can remember
the flexion time of the hand gestures presented by EMS. Furthermore, there is
a need to examine the potential of a feedback system using EMS to guide users
toward the correct hand gesture in response to their hand gestures.

In conclusion, while EMS is a complex technology, it is attractive for hand-
gesture-learning support. However, incorrect utilization might diminish its learn-
ing efficacy. Moving forward, we will further explore the effects of EMS on
memorability in hand gesture learning and seek optimal methods to harness
its potential efficiently.
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Abstract. Universal access in human-machine cooperation has gained signifi-
cant attention with the emergence of affective computing technologies. This paper
presents a comprehensive review of the current state of the field, focusing on how
affective computing is shaping the landscape of universal access. We explore the
key concepts, challenges, and opportunities at the intersection of affective comput-
ing and universal access, emphasizing its impact on individuals with disabilities
and diverse cultural backgrounds. Additionally, we delve into ethical consider-
ations and potential future directions for research and development. The paper
delves into the realm of accessibility and affective computing, illuminating the
potential of affective computing technologies to ameliorate accessibility barriers
faced by individuals with disabilities. Through a comprehensive investigation,
the paper assesses how emotion recognition and response systems can augment
the user experience for individuals with diverse physical and cognitive impair-
ments, thereby facilitating universal access to cutting-edge technology. Also, the
European Union (EU) is currently developing an AI Act, which would establish
a comprehensive regulatory framework for AI products and services within the
bloc. This legislation would classify AI systems based on their risk level and
impose specific requirements for each category. For example, high-risk AI sys-
tems would require mandatory conformity assessments and transparency reports.
During the paper, a critical analysis about the implications of the new EUAI regu-
lation (Act AI) will be performed, particularly in the affective computing applied
to accessibility.

Keywords: Affective Computing · Applications · Ethic · Privacy

1 Introduction

Affective computing technologies have revolutionized accessibility by providing innova-
tive solutions for individuals with disabilities. Emotion recognition systems, often inte-
grated into assistive technologies, allow individuals with physical or cognitive impair-
ments to interact with devices more intuitively. For example, emotion-aware interfaces
can facilitate hands-free communication, enabling individuals with mobility impair-
ments to control devices and access information effortlessly. Furthermore, emotion-
aware technologies contribute to sensory substitution, enhancing the sensory experiences
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of those with sensory impairments. For instance, auditory feedback systems can convey
emotional information through sound, allowing individuals with visual impairments to
perceive and respond to emotions in their environment.

In the ever-changing world of technological innovation, the convergence of affective
computing and universal access is reshaping the way humans interact with machines,
opening new doors to empathy and inclusivity. Affective computing focuses on develop-
ing technologies that can recognize, interpret, express, and respond to human emotions
and sensations to ameliorate human-machine interactions [1].

The emergence of emotion recognition systems has ushered in revolutionary solu-
tions for individuals with physical and cognitive impairments. These technologies,
integrated into assistive devices, are setting the path to more effective communication
and interaction. Moreover, emotion-aware interfaces contribute to sensory substitution,
enriching the experiences of those with sensory impairments. This paper delves into the
potential of these technologies to dismantle barriers faced by individualswith disabilities,
nourishing universal access.

However, in an era where emotional data is increasingly prominent in our daily lives,
ethical considerations surrounding privacy, consent, and data security emerge as critical
focal points. The paper recognizes the importance of ensuring users have control over
their emotional data, aligning with global initiatives such as the OECD’s AI Principles
[2]. Amidst these worries, the EuropeanUnion is taking a proactive stance by developing
the AI Act [3], a comprehensive regulatory framework for AI products and services
within its jurisdiction. The paper critically analyses the implications of the EU AI Act,
particularly in the context of affective computing applied to accessibility.

Through this multidimensional exploration, the paper aims to contribute to the
advancement of technology that promotes inclusivity, but also respects the right to safe
and private human experiences. By addressing the intricacies of affective computing,
universal access, and ethical considerations, the challenge is set for a future where
human-machine cooperation is not only technologically advanced but also ethically
grounded and universally accessible.

This paper is organized as following: Sect. 2 presents a brief description of the
affective computing state-of-the-art; Sect. 3 highlights the main applications of affective
computing; Sect. 4 goes to the ethical considerations in affective computing; Sect. 5 a
brief analyze of how EUAct AI may impact affective computing; Sect. 6 future research
directions for exploring the potential of affective computing; and finally Sect. 7 the main
conclusions.

2 State-of-the-Art

2.1 Affective Computing

Affective computing is the field that seeks to imbue machines with the ability to recog-
nize, interpret, process, and simulate human emotions [1]. This multidisciplinary field
encompasses areas of knowledge as distant as psychology, physiology, engineering,
sociology and computer science, in a search for more natural, intuitive, and empathetic
interactions between humans and technology.
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The term “affective computing” itself was only coined in 1995 by Rosalind Picard, a
professor at MIT Media Lab, in his book “Affective Computing” [4], although affective
computing could be traced back as a concept to early works on emotion recognition sys-
tems in the 1960’s [5]. Since then, advancements in machine learning, computer vision,
and signal processing have propelled affective computing into practical applications that
will be later explored in this paper.

Addressing this subject requires a grasp of several fundamental concepts. The initial
stage in developing a machine with affective intelligence is the recognition and process
of human emotions. Consequently, the machine needs to possess affective sensing capa-
bilities. This entails the ability to discern emotions by processing data conveyed through
signals and patterns [1]. Moving forward in the development of such an affective intel-
ligent machine involves emotion generation. In this next phase, the machine gains the
capacity to express either innate emotional responses or convincingly simulate a range
of emotions [6].

2.2 Universal Access

The Universal Declaration of Human Rights asserts in its initial article that “all human
beings are born free and equal in dignity and rights” [7]. To fulfil this goal, the attain-
ment of universal access is fundamentally crucial. Universal access is the principle that
all individuals should have equal access to technology regardless of their abilities [8].
This inclusivity is crucial in ensuring that the benefits of technological advancements are
extended to diverse populations. Hence, the primary objective is to avoid the marginal-
ization of users from society, all the while enhancing the quality and usability of products
and services.

Affective computing plays a significant role in advancing universal access by pro-
viding innovative solutions for individuals with disabilities. By incorporating emo-
tion recognition systems into assistive technologies, universal access becomes a reality
as these technologies empower individuals with physical or cognitive impairments to
interact with devices more intuitively.

Every technological progress in computing platforms and environments, along with
innovations in computing that introduce new possibilities for interaction, holds potential
relevance to universal access. However, the essence of universal access goes beyond
specific technological forms, given the dynamic evolution of interaction over time. This
evolution is evident in the history of computing, beginningwith command-line interfaces
and undergoing various transformations, including graphical user interfaces, mobile
computing, virtual reality, ubiquitous computing, and ambient intelligence. As a result,
universal access must anticipate forthcoming evolutions by formulating innovative and
more fundamental approaches to interaction [8].

2.3 Ethical Considerations

The development and deployment of affective computing technologies pose ethical con-
siderations that demand careful attention. Core principles such as privacy, consent, and
data security are essential to ensure responsible use. As noted by Picard (1997) [1],
the prospect of a computer expressing itself emotionally raises concerns about potential
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tragic consequences when certain behaviors are involved. Human oversight and trans-
parency in decision-making processes, as advocated by the OECD’s AI Principles [2],
become crucial ethical considerations.

Affective computing developers must adhere to ethical data practices, actively
addressing concerns related to bias and fairness to prevent discriminatory outcomes.
Establishing accountability mechanisms for both developers and users is imperative to
uphold the responsible use of these technologies. Therefore, it is crucial to define a set
of ethical principles that will function as a framework guiding the development and
deployment of affective computing technologies. This framework aims to ensure align-
ment with societal values and, at the same time, respect individuals’ rights and privacy.
A more in-depth examination of these ethical considerations will be undertaken later in
this paper.

3 Affective Computing Applications

A crucial dimension of affective computing lies in its applications to enhance accessibil-
ity, particularly for individuals facing disabilities. This section examines the transforma-
tive impact of affective computing technologies on addressing challenges encountered
by diverse user groups. The subsequent list of real-world applications does not encom-
pass the entirety of solutions devised by researchers and developers, given the massive
number of innovations in this field. However, it endeavours to provide a comprehensive
glimpse into the vast realm of affective computing, showcasing notable achievements
that contribute to advancing universal access. By integrating emotion recognition sys-
tems and other innovations, these applications aim to foster amore inclusive and intuitive
interaction paradigm for users with varying disabilities.

3.1 Mobility Disabilities

Individuals with mobility disabilities often encounter challenges in physical movement,
impeding their ability to fully engage with the world. Traditional physical environments,
such as public buildings and transportation systems, are frequently designed without
adequate consideration for those with limited mobility. Moreover, digital interfaces,
integral to modern life, may not be optimized for users facing mobility impairments,
creating obstacles in accessing information, communication, and services.

Navigating physical spaces becomes particularly daunting due to architectural barri-
ers like stairs, narrow doorways, and uneven surfaces, hindering the movement of indi-
viduals with mobility disabilities. Additionally, digital interfaces, encompassing web-
sites and applications, may lack thoughtful design for users with mobility impairments,
restricting their effective interaction with technology.

Considering these challenges, affective computing emerges as a potential solution
to address certain issues. An illustrative example is “The Wheelie” [9], a collaboration
between Intel and HOOBOX Robotics. This innovative solution involves a wheelchair
kit leveraging facial recognition technology to capture, process, and translate facial
expressions into real-time wheelchair commands. The result is enhanced autonomy for
individuals, irrespective of the physical limitations they may be facing.
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Other general applications of affective computing could involve facilitating hands-
free communication through emotion-aware interfaces, interpreting gestures, facial
expressions, or voice commands. This empowerment extends to smart homes where
emotion-aware interfaces enable device control without the need for physical touch.
Affective computing, thus, has the potential to significantly enhance the accessibility
and quality of life for individuals with mobility disabilities.

3.2 Visual Impairments

Visual impairments cover a spectrum of conditions, ranging from partial sight to com-
plete blindness, significantly impacting individuals’ ability to perceive and interact with
visual information. Traditional digital interfaces heavily rely onvisual cues,making them
less accessible to those with visual impairments.Websites, applications, and various dig-
ital platforms often lack accessibility features such as screen readers,magnification tools,
and other assistive technologies, thereby creating barriers that limit information access
and usability.

The challenges posed by visual impairments extend beyond mere inconveniences.
They can profoundly impact educational opportunities, employment prospects, and
social inclusion. As society becomes increasingly digitized, addressing these challenges
becomes imperative, calling for innovative solutions to bridge the accessibility gap and
ensure equal participation for individuals with visual impairments.

Recognizing these challenges, affective computing emerges as a transformative app-
roach to enhance accessibility for individuals with visual impairments. An illustrative
example of this transformative approach is Microsoft’s Seeing AI solution [10]. This
innovative application leverages the capabilities of artificial intelligence to describe
people, text, currency, colour, and objects, providing an intelligent tool to assist users in
navigating their daily lives. Seeing AI not only transforms the visual world into an audi-
ble experience but also has the ability to recognize and locate faces, facial characteristics,
approximate age, and even emotions of the people around.

Furthermore, general solutions within affective computing may involve enhancing
existing assistive technologies by incorporating emotional cues or utilizing sensory sub-
stitution. For instance, translating facial expressions into sound through auditory feed-
back systems can significantly benefit individuals with visual impairments, enhancing
accessibility in diverse social environments. Affective computing thus holds the poten-
tial to offer meaningful solutions that go beyond traditional accessibility measures for
those with visual impairments.

3.3 Hearing Impairments

Hearing impairments present a significant barrier to accessibility, impacting individuals
in communication, information access, and overall societal engagement. These impair-
ments create formidable challenges in interpersonal interactions, contributing to social
isolation. Verbal communication, a fundamental aspect of social engagement, becomes
intricate, influencing personal relationships and professional collaborations.
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The prevalence of digital information further exacerbates the challenges faced by
individuals with hearing impairments. Accessing audio-based content, from online lec-
tures to podcasts, becomes a formidable task, potentially hindering educational and
professional advancement. The need for inclusive solutions that address these chal-
lenges becomes increasingly crucial in ensuring equal opportunities and participation
for individuals with hearing impairments.

In addressing these challenges, affective computing has been applied in various
forms, and one notable application is the Ava software [11]. Ava aims to empower deaf
and hard-of-hearing individuals by providing an innovative solution that breaks down
communication barriers. The software utilizesmultiple smartphones or computers strate-
gically placed near participants to capture clear audio. Employing a sophisticated AI
engine, Ava converts spoken words into text and presents captions in a readily acces-
sible format on each device’s screen, facilitating seamless participation and enhancing
communication for individuals with hearing impairments.

Additionally, other general applications may involve the implementation of adaptive
interfaces and inclusive design practices which ensure that visual and haptic feedback
complements or substitutes auditory cues, thereby creating a more inclusive digital land-
scape. This way, affective computing provides tools and technologies that go beyond
addressing communication challenges, ultimately contributing to a more accessible and
inclusive digital environment for individuals with hearing impairments.

3.4 Autism Spectrum Disorder (ASD)

One of the primary challenges for individuals with autism spectrum disorder (ASD) lies
in the domain of social communication. Many individuals with ASD find it challenging
to comprehend and respond appropriately to both verbal and non-verbal cues, leading
to difficulties in forming and sustaining relationships. Sensory sensitivities are also
common among individuals with ASD, often causing them to become overwhelmed
by sensory stimuli in their surroundings. Moreover, in educational and professional
settings, individuals with ASD may face hurdles related to task engagement, attention,
and organization. These factors collectively contribute to the unique set of challenges
that individuals with ASD navigate in their daily lives.

In recent years, there has been a growing interest in harnessing affective computing
technologies to tackle challenges and improve accessibility for individuals with ASD.
An example of a solution introduced by affective computing is the Emotional Hearing
Aid [12]. This technology has proven to be beneficial for individuals diagnosed with
a mild form of autism, such as Asperger’s Syndrome, aiming to assist in reading and
responding to the facial expressions of individuals they interact with. The Emotional
Hearing Aid incorporates two essential elements crucial for empathetic interactions: the
ability to identify a person’s mental state and the capacity to respond appropriately to it.
This application showcases how affective computing can be applied to enhance social
communication skills for individuals with ASD.
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3.5 Psychiatric Disabilities

Psychiatric disabilities can significantly impact an individual’s daily functioning, affect-
ing their ability to navigate and interact with the world around them. Accessibility chal-
lenges faced by individuals with psychiatric disabilities often extend beyond physical
barriers, encompassing social and cognitive dimensions.

Affective computing presents innovative solutions to tackle challenges and improve
accessibility for individuals with psychiatric disabilities. Affective computing systems
have the potential to provide personalized feedback and support based on an individual’s
emotional state. For instance, a mental health application could dynamically adapt its
interface, offering encouraging messages or relaxation techniques when heighten stress
levels are detected. One example of such an application is the headband Muse. Muse, a
research-grade EEG headband, serves as a personal meditation coach. Advanced sensors
precisely measure user biosignals, and gentle audio cues provide real-time feedback
to redirect the user’s focus to the present, showcasing how affective computing can
contribute to mental health and well-being.

Further applications may include virtual reality applications powered by affective
computing, contributing to the creation of immersive and inclusive environments. These
virtual environments are designed to facilitate social interactions, enabling individuals
with psychiatric disabilities to engage with others within a controlled and supportive
space. Such applications have the potential to reduce the impact of social isolation,
providing a novel and beneficial avenue for individuals with psychiatric disabilities to
interact, communicate, and participate in social activities.

3.6 Learning Disabilities

Learning disabilities present significant challenges to individuals, impacting their abil-
ity to acquire, process, and retain information. Consequently, traditional methods of
communication and interaction can be particularly challenging for those with learning
disabilities, impeding their access to various resources and opportunities.

Affective computing, by incorporating emotional intelligence into technological sys-
tems, aims to create more intuitive and adaptive interfaces that cater to the diverse needs
of users. For instance, a system could detect frustration in a user through the use of
biosignals such as electrodermal activity (EDA) [13, 14]. Based on this information, the
system could provide educators with valuable feedback, leading to alternative methods
of explanation or additional resources tailored to the individual’s learning style. This
approach may no longer be viable due to the regulations introduced by the EU AI Act,
as elaborated upon later in this paper. Nevertheless, this, demonstrates the potential
of affective computing in addressing the specific challenges faced by individuals with
learning disabilities.

3.7 Age-Related Disabilities

Age-related disabilities pose unique challenges to individuals, impacting their ability
to access and interact with various technologies and services. With the global popula-
tion aging, there is a growing need to address the accessibility barriers faced by older
individuals.
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Affective computing offers the potential to develop adaptive user interfaces that
dynamically adjust based on users’ emotional states and abilities. For example, robotic
companions like the German robot Pepper [15] or the Boston Dynamics chat robot [16],
equipped with affective computing capabilities, can dynamically adapt their behaviour
based on the user’s emotional state and abilities. These robotic companions may
adjust their pace, provide additional support for users with mobility challenges, or
express empathy when detecting signs of frustration or confusion. Affective comput-
ing thus contributes to creating more inclusive and supportive technologies for an aging
population.

4 Ethical Considerations in Affective Computing for Accessibility

Affective computing, the study and development of systems and devices that can recog-
nize, interpret, and process human emotions, holds significant potential for enhancing
the accessibility of technology for individuals with disabilities. By leveraging emotional
data, these systems can offer more intuitive interactions, personalized experiences, and
support for users with diverse needs. However, the use of affective computing also raises
a number of ethical concerns, including privacy, consent, data security, bias, discrim-
ination, transparency, accountability, and human oversight. The ethical integration of
affective computing into accessibility technologies presents a complex but critical chal-
lenge. Addressing concerns around privacy, consent, data security, bias, and the need
for transparency and human oversight is essential for harnessing the potential of these
technologies to enhance the lives of individuals with disabilities. By prioritizing ethical
considerations and involving diverse stakeholders in the development process, we can
ensure that affective computing serves as a force for inclusion, empowerment, and equity
[17]. Following, we present a brief description of each issue and how it can be addressed.

4.1 Privacy and Consent

One of the primary ethical concerns surrounding affective computing is the potential for
privacy violations. Affective computing systems often rely on the collection of personal
data, including facial expressions, vocal patterns, and physiological signals, in order to
infer emotional states. This data can be highly sensitive and revealing, and its collection
and use without proper consent can pose a significant risk to individuals’ privacy.

To address this concern, it is essential that affective computing systems be designed
with strong privacy protections in place. This includes obtaining informed consent from
individuals before collecting their personal data, limiting the collection and use of data
to what is necessary for the specific purpose, and implementing robust security measures
to protect data from unauthorized access or disclosure.

4.2 Data Security

Data security is paramount, as emotional data can be highly sensitive and potentially
exploitable. Safeguarding this data against unauthorized access, breaches, and misuse is
essential. This involves implementing robust encryption, secure data storage practices,
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and regular security audits. Moreover, data minimization principles should be applied,
collecting only what is necessary for the intended purpose and deleting it once it is no
longer needed.

4.3 Bias in Affective Computing

Affective computing systems can inadvertently perpetuate bias and discrimination, par-
ticularly against individuals with disabilities or those from diverse cultural backgrounds
[18]. Biases canmanifest in the datasets used for training these systems, in the algorithms
themselves, or in the interpretation of the data. For instance, facial expression analysis
algorithms may misinterpret expressions of individuals with certain physical disabilities
or cultural differences in emotional expression may lead to inaccurate readings. To mit-
igate this risk, it is important to ensure that affective computing systems are trained on
diverse datasets that represent the full range of human emotions and experiences. Addi-
tionally, developers should be aware of the potential for bias and take steps to address
it, such as by using algorithms that are designed to be fair and unbiased. Thus, miti-
gating bias requires a multifaceted approach, including diversifying training datasets,
employing algorithms that are transparent and explainable, and regularly assessing and
adjusting systems based on feedback from a broad range of users. Involving users with
disabilities and from diverse cultural backgrounds in the design and testing processes
can help identify and address potential biases early on.

4.4 Transparency and Accountability and Oversight

It is important to consider the ethical implications of transparency, accountability, and
human oversight in the development and use of affective computing technologies. Affec-
tive computing systems are often complex and opaque, making it difficult for users to
understand how they work or to hold developers accountable for any biases or errors
[19].

Transparency in how affective computing systems are designed, what data they col-
lect, and how theymake decisions is crucial for building trust.Users should have access to
information about theworkings of these systems and their potential limitations. Account-
ability mechanisms must be in place to address any issues or harms that arise from the
use of these technologies. This includes clear policies for data handling, user recourse
in the event of errors or misuse, and external audits.

Furthermore, human oversight is essential to ensure that affective computing tech-
nologies are used ethically and effectively. This involves continuous monitoring of these
systems in real-world settings, with humans in the loop to interpret ambiguous situations,
make judgment calls, and intervene when necessary. Such oversight can help balance the
benefits of automation with the need for human empathy and understanding, particularly
in sensitive contexts [20].
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5 Implications of the EU AI Act for Affective Computing
in Accessibility

The EuropeanUnion is currently developing anAIAct, whichwould establish a compre-
hensive regulatory framework for AI products and services within the bloc. This legisla-
tionwould classify AI systems based on their risk level and impose specific requirements
for each category. For example, high-risk AI systems would require mandatory confor-
mity assessments and transparency reports. The EU AI Act aims to create a balance
between fostering innovation in AI technologies like affective computing and ensuring
these technologies are developed and used in ways that respect privacy, consent, and
data security. The emphasis on transparency, accountability, and human oversight is par-
ticularly relevant for affective computing applications, as it addresses ethical concerns
and potential biases, especially in contexts related to accessibility for individuals with
disabilities or diverse cultural backgrounds.

However, the EUAIAct has significant implications for the development and deploy-
ment of affective computing technologies, particularly in the realm of accessibility. The
Act introduces a risk-based regulatory framework that categorizes AI systems based on
their potential risk to health, safety, and fundamental rights. Affective computing sys-
tems, which include emotion recognition technologies, are directly impacted by these
regulations, especially if they utilize biometric data for identifying or inferring emotions.

One of the key aspects highlighted by the EUAIAct is the distinctionmade regarding
emotion recognition systems. These systems are identified based on their use of biometric
data, which includes physical, physiological, or behavioural characteristics that can
uniquely identify a person. The Act emphasizes the need for transparency, mandating
that any affective computing system must inform the user of its emotion recognition
capabilities. This requirement aims to ensure users are aware when their emotional
states are being processed, addressing concerns about privacy and consent [20].

The Act also affects academic researchers and developers of open-source software
in the affective computing field. Even if software is distributed freely, it falls under
the scope of the Act if it’s intended for market placement or service provision, regard-
less of whether it’s commercialized. This includes open-source software developed by
researchers, which means that academic projects could also need to comply with the
Act’s provisions if they are shared or utilized outside of private research collaborations
[20].

For high-risk AI systems, which could include many affective computing applica-
tions due to their impact on areas like health, education, and workplace monitoring,
the Act imposes strict compliance requirements. These include conducting fundamental
rights impact assessments, maintaining robust data governance practices, and ensur-
ing transparency and human oversight. Systems classified as high-risk must undergo
conformity assessments and be registered in an EU database, among other obligations.

The AI Act also introduces prohibitions on certain uses of AI that are deemed a
high risk to fundamental rights, including specific applications of emotion recognition
in workplaces and educational settings. Moreover, the Act promotes innovation through
regulatory sandboxes, allowing for the development and testing of innovative AI tech-
nologies in a controlled environment, which could be beneficial for advancing affective
computing technologies in a compliant manner.
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The EU AI Act in the context of affective computing for accessibility, several areas
emerge where the Act could be further strengthened to better address ethical challenges.
These challenges primarily revolve around privacy, bias and discrimination, and trans-
parency in how affective computing technologies are developed and implemented, as
previously discussed.

5.1 Enhanced Privacy Protections

While the Act AI mandates transparency about the use of emotion recognition systems,
there could be stronger provisions to protect individuals’ privacy. This is especially perti-
nent for individuals with disabilities whomight relymore heavily on affective computing
technologies for daily tasks and social interactions. Enhanced privacy protections could
include stricter regulations on data minimization and the anonymization of sensitive
data, ensuring that the collection and processing of biometric and emotional data are
limited to what is strictly necessary for the intended accessibility purposes.

5.2 More Rigorous Bias and Discrimination Mitigations

The Act AI’s risk-based approach categorizes AI systems by their potential impact,
imposing stricter rules on high-risk systems. However, there is a need for more explicit
guidelines on identifying and mitigating biases in affective computing technologies,
especially those used in accessibility contexts. For individuals with disabilities or those
from diverse cultural backgrounds, biases in emotion recognition can lead to misinter-
pretation and discrimination. The Act could be strengthened by requiring more detailed
impact assessments that specifically evaluate biases and the potential for discrimination,
coupled with mandates for regular updates and refinements based on feedback from
diverse user groups.

5.3 Clearer Standards for Transparency and Accountability

Transparency and accountability are crucial for building trust in affective comput-
ing technologies. The Act could introduce clearer standards for how transparency is
achieved, especially in explaining the decision-making processes of AI systems to users.
For accessibility technologies, understanding how and why a system interprets emotions
in a certain way can be crucial for users to feel comfortable and in control. The Act
could mandate the provision of easily understandable information to users about the
AI’s functioning, its limitations, and the logic behind its decisions.

5.4 Greater Emphasis on Human Oversight

While the Act AI mandates human oversight for high-risk AI systems, it could go
further in specifying the roles and responsibilities of human supervisors, particularly
in contexts involving vulnerable groups. Human oversight is essential to ensure that
affective computing technologies are used ethically and responsibly. The Act could
specify that oversight mechanisms must include experts in accessibility and disability
rights, to ensure that these technologies are aligned with the needs and rights of all users.
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5.5 Inclusive Design and Development Processes

TheActAI could promotemore inclusive design and development processes by requiring
the involvement of individuals with disabilities and those from diverse cultural back-
grounds in the creation and testing phases of affective computing technologies. This
involvement can help ensure that these systems are truly accessible and meet the needs
of a broad spectrum of users. The Act could mandate stakeholder engagement as part
of the conformity assessment for high-risk systems, ensuring that these technologies are
developed with a user-centred approach from the outset.

5.6 Specific Provisions for Accessibility

The Act AI could include specific provisions that address the use of affective computing
technologies for enhancing accessibility. This could involve guidelines for the ethical
use of these technologies in educational, employment, and healthcare settings, ensuring
they support rather than hinder the participation of individualswith disabilities in society.
Such provisions would highlight the EU’s commitment to accessibility and inclusivity,
ensuring that the benefits of AI and affective computing are equitably distributed.

By addressing these areas, the EU AI Act could provide a more robust framework
for the ethical development and use of affective computing technologies, particularly in
enhancing accessibility for individuals with disabilities and those from diverse cultural
backgrounds. Strengthening the Act in these ways would not only mitigate potential
risks but also promote the development of more inclusive, equitable, and trustworthy AI
systems.

6 Future Directions for Research and Development

As we venture further into the exploration of affective computing’s potential to enhance
accessibility, several future research directions emerge as pivotal. These avenues not only
promise to unlock new capabilities within assistive technologies but also ensure that such
developments proceed within a robust ethical framework, fostering collaboration across
disciplines to achieve inclusive and equitable access to technology.

The following outlines future research directions, the development of ethical guide-
lines, and the importance of collaboration in the field of affective computing for
accessibility.

6.1 Future Research Directions

Personalization and Adaptability: Investigate how affective computing can be tailored
to individual needs and preferences, particularly for people with diverse types of dis-
abilities. This includes developing adaptive systems that learn from user interactions to
improve their support over time.

Cross-Cultural Emotional Recognition. Due to the diversity in emotional expression
across cultures, research into developing culturally sensitive affective computingmodels
is crucial. This involves collecting and analysing data from a wide range of cultural
contexts to enhance the global applicability of these technologies.
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Integration with Existing and Emerging Technologies. Explore how affective comput-
ing can be integrated with other technologies, such as augmented reality (AR), virtual
reality (VR), and the Internet of Things (IoT), to create more immersive and accessible
experiences for users with disabilities.

Real-World Applications and Impact Studies. Conduct longitudinal studies to assess the
real-world impact of affective computing technologies on accessibility. This includes
evaluating user satisfaction, independence, and overall quality of life improvements for
individuals with disabilities.

Ethical AI and Algorithmic Transparency. Develop methodologies for ensuring that
affective computing algorithms are transparent and explainable. This is key to building
trust and understanding among users, particularly when these systems make decisions
based on emotional data.

6.2 Importance of Collaboration

Interdisciplinary Research. Promote interdisciplinary research collaborations that bring
together experts from computer science, psychology, ethics, disability studies, and other
relevant fields. Such collaborations can drive innovation while ensuring that affective
computing technologies are developed with a holistic understanding of user needs.

Engagement with Disability Communities. Foster partnerships with disability commu-
nities to ensure that the development of affective computing technologies is guided by
the insights and experiences of those it aims to serve. This engagement is crucial for
creating accessible and meaningful solutions.

Policy Development. Collaborate with policymakers to develop and implement regula-
tions that ensure the ethical use of affective computing technologies. Such collaboration
can help in creating a policy environment that supports innovation while protecting the
rights and dignity of individuals with disabilities.

Global Standards. Work towards establishing global standards and best practices for the
development and use of affective computing technologies in accessibility. International
cooperation can facilitate the adoption of universally accepted ethical guidelines and
promote equitable access to technology.

The future of affective computing in enhancing accessibility is bright, with vast
potential to transform how individuals with disabilities interact with theworld. By focus-
ing on personalization, cultural sensitivity, integration with other technologies, and the
real-world impact of these systems, researchers can contribute significantly to the field.
Simultaneously, the development of ethical guidelines and the emphasis on collaborative
efforts across disciplines will ensure that these technological advancements are achieved
responsibly, promoting universal access and equity in the digital age.

7 Conclusion

The exploration of affective computing within the context of accessibility highlights
both the transformative potential of these technologies and the ethical imperatives that
must guide their development and deployment. This paper has underscored the delicate
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balance between harnessing affective computing to enhance accessibility for individuals
with disabilities and the need to navigate the complex ethical terrain that accompanies
the collection, analysis, and use of sensitive emotional data.

Affective computing holds remarkable promise for improving the quality of life for
individuals with disabilities, offering nuanced technologies that can adapt to emotional
states and provide more intuitive user experiences. However, the ethical dimensions of
privacy, consent, bias, discrimination, and data security present significant challenges
that must be navigated with care:

• Ethical challenges, including privacy concerns, the potential for bias and discrim-
ination, and issues of consent and data security, are paramount. These challenges
necessitate rigorous safeguards to ensure that the benefits of affective computing do
not come at the expense of fundamental rights and freedoms.

• The EU AI Act represents a crucial step towards regulating AI technologies, includ-
ing affective computing, by introducing a risk-based approach that categorizes and
imposes obligations based on the level of risk to individuals’ rights and safety. How-
ever, areas for enhancement were identified, including stronger privacy protections,
more rigorous bias mitigation strategies, clearer transparency standards, and more
inclusive design practices.

Balancing the potential benefits of affective computing for accessibility with ethical
concerns is essential. While these technologies can offer unprecedented opportunities
for individuals with disabilities, ensuring they do not exacerbate existing inequalities
or introduce new forms of vulnerability is critical. This balance requires ongoing vigi-
lance, research, and adaptation of regulatory frameworks to keep pacewith technological
advancements.

Ongoing research and development are vital to ensure that affective computing tech-
nologies evolve in ways that are both innovative and ethically responsible. This includes
continuous efforts to improve the accuracy and inclusivity of emotion recognition algo-
rithms, enhance privacy protections, and develop more robust mechanisms for human
oversight. Moreover, engaging with diverse communities to understand their needs and
concerns can inform the development of more accessible and equitable technologies.

Given the global nature of technology development and the cross-border impacts of
AI, international cooperation is imperative. Collaborating to establish standardized ethi-
cal guidelines and frameworks can help harmonize regulatory approaches and ensure that
affective computing technologies are developed and used in ways that respect universal
human rights. This cooperation should include a wide range of stakeholders, including
policymakers, technologists, ethicists, disability advocates, and the broader public, to
ensure that diverse perspectives inform the creation of these guidelines.

The advancement of affective computing for accessibility presents a promising hori-
zon for enhancing the lives of individuals with disabilities. However, realizing this poten-
tial requires a concerted effort to address the ethical challenges inherent in these tech-
nologies. Through ongoing research, development, and international collaboration, we
can ensure that affective computing serves as a tool for empowerment and inclusion,
fostering a more accessible and equitable digital world for everyone.
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Abstract. Diversity, Equity, and Inclusion (DEI) is essential because it
creates a more inclusive environment that benefits individuals, organi-
sations and society as a whole. To gain a comprehensive understanding
of DEI in computing, it is important to apply an intersectional lens to
explore the complexities and nuances of the issues and possible solutions
to these. This study aims to provide new knowledge about intersectional-
ity in the computing field. According to the design and creation research
strategy, we have developed a prototype for a website called “DiversIT”,
which aims to help increase inclusion by facilitating a supportive peer
community and raising awareness. Then, 17 students and professionals
in the field were involved in five rounds of usability tests and design
iterations. DiversIT, designed to address intersectional perspectives in
the computing community, led to a promising high-fidelity prototype in
terms of increasing DEI in computing. According to our investigation, the
impact of intersectionality needs to be acknowledged in the computing
field.

Keywords: Intersectionality · Design · Diversity · Inclusion ·
Computing

1 Introduction

Technology is socially shaped and requires diverse perspectives and voices to
ensure ethical and responsible development. Without a diverse development
team, technology can perpetuate biases and reinforce systemic inequalities, lead-
ing to exclusionary outcomes [10]. For instance, the best speech-recognition soft-
ware on the market in 2016 was from Google, but the product was excluding
women as it had 70% more accuracy for male speech than female speech [17].
When Apple launched their health monitoring system in 2014, introduced as an
advanced tracker, they had forgotten to think about the menstrual period, which
excluded women from utilising the application fully [5]. Lack of diversity in train-
ing sets for machine learning and artificial intelligence (AI) algorithms has led
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to people not being recognised as humans, or autonomous cars not recognising
people with dis/abilities as pedestrians [1]. Furthermore, no universally accepted
methodology or standard exists for testing apps and assessing universal design
principles, including techniques and common errors, internationally [18]. As the
above examples show, diversity, equity, and inclusion (DEI) in computing is not
only a social issue but a technological one as well. In order for teams to be more
productive [4] and design more inclusive software, intersectional considerations
are necessary [14].

Intersectionality, a concept originally coined by Crenshaw [3], emphasizes
that a person’s identity has numerous overlapping segments, such as gender, race,
ethnicity, age, sexuality, socioeconomic status, ability, etc.), and discrimination
can arise from the combination of (any of) these. Therefore, true DEI goes
beyond addressing people as one-dimensional [8].

In the preliminary phase of this research, a Systematic Literature Review
(SLR) was conducted to analyse literature related to intersectionality in com-
puting [14]. Our findings show that there are severe obstacles for minoritized
people in computing, but a peer network is one of the main success factors in
overcoming barriers. Therefore, we developed a prototype specifically as a peer
networking tool to increase a sense of belonging. DiversIT, designed based on the
results of the SLR, was further developed by involving our user group. Using the
principles of inclusive design [13,15,16], we created a website after five rounds
of user testing.

2 Background

In the first phase of the project, a systematic literature review (SLR) was per-
formed to identify current studies and the research gaps on intersectionality in CS
[14]. The SLR’s objective was to provide knowledge about intersectionality in CS
at the university and professional level while contributing to research that con-
siders the complexities of intersectional challenges beyond the one-dimensional
narrative that is most prevalent presented within CS research in terms of DEI.
Intersectionality in CS was investigated by examining what research existed on
the topic and further analysing recurring patterns of intersectional challenges
and success factors throughout the CS field identified in the papers. In total, 16
papers were selected as primary studies for the SLR.

The primary studies included in the SLR were published between 2018 and
2022. 75% of the papers were published in the last three years (2020–2022). 81%
of the studies used data from the US and were based there. Most of the primary
studies focused on the intersectional factors of gender and ethnicity. Four of
the studies researched more than two intersectional factors but decided not to
include them due to the low sample sizes. Two primary studies reflected on some
intersectional factors that were not included in their research and deemed these
as limitations to the study.

All of the 16 primary studies addressed challenges regarding intersection-
ality in CS. Stereotypes, discrimination and bias were common intersectional
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challenges found in the papers. Many of the primary studies also indicate that
the lesser sense of belonging was a significant intersectional challenge.

The identified success factors can be grouped into three categories: mentor-
ship, sense of belonging, or other. Multiple primary studies from the SLR call
attention to the importance of the sense of belonging. Moreover, both mentor-
ships and various forms of formal and informal networks can be used to improve
belongingness and increase DEI, both of which were challenges identified in CS.

To sum up, most of the primary studies in the SLR used data from the US,
and since intersectionality is a very complex topic, not having a more interna-
tional scope and diverse research from different countries results in a higher prob-
ability of meaningful intersectional experiences in CS being ignored. In addition,
as success factors to overcome challenges and increase DEI, the findings from
our primary studies suggest mentorship and supportive networks in order to
address the lack of sense of belonging amongst people of intersectional identities
in CS. Since mentoring programs are less sustainable as they require more human
resources, we decided to focus on peer networks. Professional and peer networks
support diversity through building social, academic, and industry connections
as well as contribute to career confidence and skill building. They proved to
help promote retention and supportive communities in CS. As a consequence,
we aimed to develop a website (DiversIT) for peer networking with an intersec-
tional approach in mind, which is often lacking. We involved users of various
genders, of different age groups, living in both the Global North (Norway) and
the Global South (Brazil).

3 Methodology

Our chosen research strategy, design and creation, focuses on developing new
technology. According to Oates [9], the design and creation strategy is grounded
in the idea that knowledge is not only discovered but also created and that
research can be a creative process where the results are new knowledge and an
artefact. The strategy is the normally expected mode of research in CS, as a tech-
nological artefact is produced to show the researchers’ effort rather than only
abstract theories and other knowledge. The artefact then has a greater potential
beyond the academic community. On the other hand, it is also important to
show academic qualities and evaluate the product, not only technical skills [9].
Usability tests are applied to evaluate the product to ensure its quality. A chal-
lenge with the strategy regarding the evaluation is that the limitations should be
acknowledged, as it can be difficult to generalise all user cases from a single test
case [9]. For this reason, space triangulation was used to increase the validity of
the evaluation.

The design and creation strategy is considered an iterative process for
problem-solving [9]. The development and continuous evaluation of a digital
artefact is an iterative and cyclical process, which consists of designing, test-
ing, refining, and re-evaluating the prototype based on user feedback [9]; where
prototyping and usability testing help provide a product that is more effective,
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efficient, and user-friendly [2,6,9,11]. The development of the prototype followed
five steps as detailed below.

Awareness: This step revolves around acknowledging and expressing the exis-
tence of a problem, which can be obtained through further research in studies,
findings from another discipline, the expression of the need for something, field
research, or new developments [9]. Based on the findings in the SLR, the CS
field fails to acknowledge the impact of intersectionality, and there is a dearth
of literature about intersectionality in CS.

Suggestion: This stage further builds upon the curiosity about the problem,
from the awareness stage, to suggest a preliminary idea of how to address the
problem [9]. The SLR was the base for the suggestion as it presented success
factors to help overcome challenges related to intersectionality in CS. Feedback
from the usability tests also added more to the suggestion phase through the
different iterations.

Development: The implementation of the suggested design concept is con-
ducted in this step [9]. A high-fidelity prototype was developed in Figma1. Given
that Figma enables prototypes to operate in the same manner as coded proto-
types, the authors posited that Figma should be classified as a constituent of
the development phase rather than the suggestion phase.

Evaluation: The developed artefact was evaluated based on its value and vari-
ation from the expected outcome [9]. After each iteration, the prototype was
tested through a usability test with relevant end-users, which provided new sug-
gestions for improvements that looped the process back to the suggestion phase
until all prototype iterations and usability tests were completed. Interviews were
also conducted with the usability testing, and the evaluated results looped the
process back to the awareness phase.

Consolidation: In this last step, the results from the entire process are con-
solidated and documented, and the new knowledge is identified and discussed
together with suggestions for further research [9].

The methodology used in the design and creation process was a combination
of methods from agile software development, prototyping, and human-centered
design. A key element in the agile process is the sprints, several small itera-
tions, where the prototyping focuses on gradually modifying a product until a
satisfactory implementation is produced [9]. Figure 1 visualises the development
phase with the iterations. The prototype was improved after each iteration of
data gathering, which can be considered sprints, before being tested again and
improved for the next sprint. The figure also illustrates that the usability tests
1 https://www.figma.com/.

https://www.figma.com/
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employed space triangulation, as we conducted interviews both in the Global
North (Norway) and in the Global South (Brazil), for better intersectional con-
siderations.

Fig. 1. Development iterations for the prototype.

4 Results

4.1 Participant Demographics

17 students and professionals participated in the usability testing for this
research, with 11 participants in Norway and 6 participants in Brazil.

Most of the participants were professionals. One student in Norway, P10,
had work experience through multiple internships, which made all participants
capable of talking about their experience as a student and as a CS professional.
In Brazil, there were four students and two professionals. All of the students
worked beside their studies or had experience from internships. Therefore, all
of the participants in Brazil could also relate to both user groups, student and
professional, when it came to intersectionality in CS.

At the beginning of the test, each participant got the chance to describe
their intersectional identity. A limitation with the existing literature that was
found in the SLR is that none of the primary studies contained data or findings
about people with dis/abilities, even though this is considered the world’s largest
minority. Two of the subjects in this research have a dis/ability. In addition to
this, three of the subjects expressed that they are in contact with a psychologist
or have a mental condition. It is important to acknowledge both physical and
psychological challenges as part of intersectionality. Gender, as is common in the
literature too, was mentioned by the participants. Regarding the other identity
segments, one participant informed the researchers about the LGBTQIA situa-
tion in Brazil. The country is religious, and it can be challenging to be a part
of this community. Two of the candidates interviewed in Brazil and two of the
subjects in Norway identified as members of the LGBTQIA community. Age is
a variable factor that everyone faces, and seven of the participants stated that
they had experienced challenges related to their age. Two participants expressed
a limitation with being the youngest in the team, and two participants expressed
the challenge of being considered too old for new opportunities.
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4.2 Observations

During each usability test, one of the authors was the test leader and another
author was the observer. The test leader explained the process of usability testing
and read the scenarios and tasks aloud to the participant. The observer took
field notes when the participant solved the tasks from the usability test guide.
Feedback from each usability test was then analysed, and the improvements to
be done to the prototype were identified.

During the design and creation process, there were a total of five iterations.
Iteration 0 was the first iteration based on findings from the SLR and brain-
storming at the start of the development process, while Iteration 4 suggests the
final prototype for this project.

Iteration 0. The first iteration was developed based on research findings in
the SLR [7,14], and not user feedback. However, this still aligns with the design
and creation strategy, since Oates [9] argues that design and development should
be based on research. The authors developed this Figma prototype version by
brainstorming possible solutions to develop a product to support DEI in CS
through an intersectional approach. Inspiration was found from similar websites
related to the product and by following the design principles.

Figure 2 is the first page introduced to the user when entering the website
DiversIT. While scrolling down the page, the user can read about what DiversIT
is and what it offers as a product.

When pressing the “Log in”-button or “New to DiversIT? Sign up now”-
button, a popup window appears on the screen to log in or create a new account
as presented in Fig. 3. Figure 3a is the first popup window. Here the user can
choose between logging in with an existing user, LinkedIn, Google or Facebook,
or create a new account. If the “Create account”-button is clicked, the process
continues to Fig. 3b where the user can start filling in an email address, user-
name and password. Here it is still an option to instead log in with a third-party
service, or log in with an existing account. By clicking the “Next”-button, the
user can fill in the full name, birth date and preferred pronoun (see Fig. 3c).
The pronouns are added to this page as DiversIT wants to focus on diversity
and be inclusive to all intersectional identities in CS. Both Fig. 3d and Fig. 3e
are versions of the third step in the process of creating a new account, depend-
ing on which radio button is chosen. The students can select their university in
the dropdown menu, as seen in Fig. 3d, while the professionals can select their
workplace in the dropdown menu, as seen in Fig. 3e. The last step of creating an
account, presented in Fig. 3f, contains a text field where the user can describe
their intersectional identity. When clicking the “Create account”-button, the user
is then logged in with their new account.

When the user presses the “Community”- or “Articles”-tab, the popup to log
in or register (see Fig. 3) appears as feedback to the button clicks, constraining
the user from accessing Community and Articles without being logged in. This
constriction is meant as a way to motivate new users to register to get access
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Fig. 2. Front page of DiversIT.

and build trust within the community, as it is only accessible to those who are
registered.

When a user is logged in, the header changes. Now, if the user clicks the
“Community”-tab, the Community is accessible. The Articles page is also avail-
able to the user when clicking the “Articles”-tab in the header. The Articles page
contains articles about DEI in CS. On this page, role models with different inter-
sectional backgrounds are presented to increase awareness of intersectionality. In
general, it presents an intersectional platform where users can get inspired by
reading others’ stories, hearing about projects, and exploring initiatives focusing
on DEI.

Figure 4 presents the Community page of DiversIT. The Community consists
of different prompts posted by users. Arrows in the figure show different inter-
actions that can be done in the forum. Users can add a new prompt by pressing
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(a) Login. (b) Create account step 1. (c) Create account step 2.

(d) Create account step 3
(student).

(e) Create account step 3
(professional).

(f) Create account last
step.

Fig. 3. The process of logging in or creating a new account.

the “Add new prompt”-button, and others can interact with prompts by adding
a response.

Usability Test 1. Four participants, referred to as P1, P2, P3, and P4, usability
tested the initial prototype under the framework established in the usability
testing guide. This subsection presents the observations and feedback from the
tests.

The participants were initially introduced to the website’s homepage. P4
favourably appraised the interface’s aesthetic elements, noting the appeal of its
illustrations and colour scheme. From these illustrations, P3 stated “I can see
that it is a website for people like me”, which promoted a sense of belonging.
The participants commented that having DEI as a goal was something positive
since this made DiversIT more reliable compared to its counterparts. However,
P1 and P2 voiced uncertainties regarding the website’s intent and what type of
community the website offered. This lack of clarity was also present for P4, who
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Fig. 4. The Community page shows how to add a new prompt and add a response to
an existing prompt.

was explicitly looking for an About page informing about the purpose, but this
did not exist.

Additionally, all the participants expressed reservations about immediate reg-
istration. P1 was looking for more information about the website and commented
that the goal and purpose of the website were not clearly described. The lim-
ited content availability before registration was a source of frustration for P2,
as P2 expected that there would be at least some articles and information to
incentives the user to register. Resources should be on the website to get people
interested and do something more exclusively. The participants, in general, were
frustrated that there were too many constraints limiting interactions when a
user first wanted to explore the website before registering. Also, P4 specifically
wanted to get a clear understanding of the website before registering.

P2 was sceptical informing about which organisation the participant worked
at to DiversIT during registration, highlighting the importance of addressing
privacy concerns for both the workplace and intersectionality. P2 further asked
about anonymity and how that would work if people have an identity connected
to their users.

When asking the participants about the prototype’s potential to increase DEI
in CS, the participants expressed optimism, but some practical considerations
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needed to be encountered. P1 stated “I could imagine myself using it to network
to exchange ideas and get help”, and P3 thought it was an interesting concept,
providing a low threshold to communicate with others in the field. In addition
to the envisaged use of DiversIT for networking, P3 also lauded its potential to
bridge the gap between students and professionals. However, they also acknowl-
edged the inherent challenges community-based systems face and the importance
of effective marketing strategies.

Iteration 1. Based on the feedback and observations from the first usability
test, the Iteration 0 prototype was further developed in Iteration 1. A general
theme from the test was that the participants were sceptical about registering, as
the website’s purpose needed to be clearly described. Therefore, an improvement
made to the prototype was to create a separate About page with the vision and
mission of the website, which one of the candidates was explicitly looking for
during the test.

The header was updated to access the About page. A third button was added
in the same format as Community and Articles, as all of these navigate to a new
page. Based on feedback from the usability tests, these buttons now navigate to
separate pages. To still offer the community exclusively to the registered users,
this page is still not accessible without being logged in, but in this iteration, the
user can navigate to an informative page about the community.

One participant was sceptical about giving away information about their
workplace. The process of logging in or registering has been updated in this
iteration. The number of popup frames is reduced from six to four. The last
three frames in Fig. 3 were merged into one frame. So now, regardless of selecting
student or professional, the only option further in the signup process is for the
user to select their current or prior university. In addition to this change, the
open text field describing the intersectional identity was moved to an earlier page
to save space and shorten the process of registering to DiversIT.

Usability Test 2. Participants P5, P6, P7, and P8 were the candidates for the
second usability test to examine the Iteration 1 of the prototype. It is important
to note that P7, due to being blind, was unable to interact with the Figma pro-
totype. Hence, an alternative usability test was conducted where the prototype
was verbally described, and the participant reflected on the website based on
the tasks from the usability test guide. The researchers considered this a valid
alternative usability test as the goal of creating the prototype was to investigate
if the prototype had the potential as a technical solution to increase DEI in
CS. P7 also provided valuable insight into the developing process, particularly
concerning the accessibility of visual content such as pictures and videos.

P7 would consider registering if DiversIT was an already existing platform,
depending on how the participant first heard about the website. P7 also queried
the necessity of this platform when alternatives exist. Later in the tests, P8
commented that the Community forum looks like other pre-existing forums,
and it is not immediately clear why it differs from these. Although the second
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usability test participants had a better initial understanding of the website than
those in the first test, they struggled to identify it as a distinct product.

Upon registration, P8 preferred following the signup process without using
socials for registering. P8 appreciated the inclusion of pronouns in the registra-
tion form but would have preferred an example of what to write in the “Inter-
sectional identity” open text field.

Opinions diverged concerning the website’s perceived utility based on initial
impressions. P7 expressed scepticism “In general, I am not a big of things made
for us who are ‘easily discriminated’, but if this covers a need where it feels
safer and easier, then I could be positive”, pointing out how this could be more
excluding than including. P8, on the other hand, perceived potential value and
could consider DiversIT helpful; “I can find people based on similar interests and
I can learn from them”.

Overall, the participants demonstrated that the website was easy to navigate.
P6 found the website purposeful, user-friendly, and easy to navigate, aligning
with P5 underlined this by complementing the design aesthetics and intuitive
UI. However, P6 and P8 stated that the front page came across as overwhelming,
suggesting incorporating features such as hiding information behind buttons and
making sure that information was not halfway visible at first glance due to long
pages.

In Iteration 1, the Community was only accessible to those who were logged
in, while Articles were open to all. P5 felt that this restriction was reasonable,
showing that this implementation had a positive effect on the website’s usability.

P5 saw the potential in DiversIT as a useful supplement to other initiatives
for sharing experiences, an opinion supported by P6 if the website is marketed
towards the target audience. However, P8 expressed scepticism about the web-
site’s novelty and questioned its capacity to affect change in the larger CS com-
munity.

Iteration 2. Due to time limitations between Iterations 1 and 2, only a few
improvements were made to the prototype. Feedback suggesting improvements
not implemented during this iteration was added to the product backlog.

Now the user can here decide whether to publicly show the written intersec-
tional identity to others in the Community or not. This improvement was added
to motivate people to participate in the Community even if they were uncom-
fortable sharing all their information. Logout functionality was also added to the
profile page, as it is critical to let the user be able to sign out.

The functionality to show others’ profiles was also added to the prototype.
When a user clicks the profile picture of someone in a prompt, then a popup
appears showing the profile. The profiles of others look similar to the user logged
in, but when viewing others’ profiles, then the user cannot change the fields as
in their own profile.

Usability Test 3. The third and last group of participants in Norway included
participants P9, P10, and P11, testing the Iteration 2 of the prototype. The
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initial impressions of DiversIT were generally positive among two of the partic-
ipants. P9 admired the website’s aesthetics and UX, commenting on its profes-
sional look. P10 felt inspired to join the community due to its appealing appear-
ance and representation of diverse individuals. However, P11 raised concerns
about the broadness of the website’s target audience, questioning the feasibility
of building associations with such a diverse user base.

In previous usability tests, there was feedback that having pictures and infor-
mation halfway visible on the front page made it look overwhelming. P10, on
the other hand, understood the functionality of scrolling due to the pictures and
information only being hallway visible at the bottom of the page. P11 appreciated
the site’s readability, finding the font size, colours, and background contributing
to a good UX. However, P11 felt the design could have been clearer because too
many pictures and elements were visible simultaneously, which points back to
the feedback from previous usability tests of some elements being overwhelming.

Reflecting on the potential impact of DiversIT, P10 thought that the website
could have helped the participant to earlier get motivated to battle for diversity
in CS without the underlying fear concerning how boys would react. P9 reflected
on the use of topics in the Community, suggesting that there should be subcat-
egories of the topics to organise the posts more easily. P9 also stressed the need
for increased visibility of intersectional issues, believing that current challenges
are causing missed opportunities.

Iteration 3. Suggestions for improvements from the third usability test and
issues from the product backlog were added to Iteration 3.

Previous feedback was conflicting on whether the front page was clear or not.
In an attempt to make the page less overwhelming, the half-visible information
on the page was moved further down, to give the front page a clean look at first
glance. This change made more information visible only when scrolling. Since
some commented that this half-visible information indicated to the user that
there was a possibility to scroll on the page, an arrow pointing down at the
bottom of the page was added to increase the affordance and visibility of the
functionality.

Based on the changes made, the user will hopefully get the impression that
it is a tech-peer community. The only visible text box is “Create a network with
tech people in your area and around the world”, which enhances the probability
of the user focusing on this aspect to decide if DiversIT is a website to explore
more or not.

From the first usability test, the question of anonymity was addressed. A
checkbox was added as an option to allow the users to be anonymous when
posting a new prompt or responding to an already existing prompt. The default
mode was not checked, as DiversIT wants to promote intersectionality by being
open in a supportive network. There is an understanding that some users can
be uncomfortable posting vulnerable information. Still, hopefully, by adding the
opportunity to be anonymous, more people can get comfortable sharing their
experiences and challenges.
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In addition, multiple issues were removed from the previous version based on
the backlog and implemented in this iteration.

Usability Test 4. The fourth and final iteration of usability tests was con-
ducted in Brazil, involving six participants, P12, P13, P14, P15, P16, and P17,
examining Iteration 3 of the DiversIT prototype. The initial impressions were
largely positive. P12 and P17 admired the design. P13 understood the website
as a space for people from diverse backgrounds, as evidenced by the inclusive
illustrations. P12 and P14 highlighted the website’s potential for providing a
variety of perspectives from different countries. P14 and P17 viewed DiversIT
as a community-building tool, with P17 noting its role as an information source
about the intersectional peer community.

P13 reflected that DiversIT is a place where the participant can learn. When
navigating to the About page by clicking the “Learn more about us”-button on the
front page, the participant was confused about who “us” were. While exploring
the site, P13 appreciated the availability of articles even for unregistered users,
and P15 found it interesting to see what others had contributed. According to
P17, DiversIT is a place to get inspired. While still not being logged in, P13 and
P17 provided positive remarks about the Community page.

Three of the participants tried to use the search functionality in the header
when being on the front page. P13 and P15 commented that they did not know
what it was for, and because of this, did not consider the search bar as an
intuitive functionality.

P13 appreciated that the sign-up is a popup, not a separate page, and com-
mented that the registration process was quick and easy. During registration,
P12 appreciated the possibility of signing up with LinkedIn. Further in the reg-
istration process, P13 thought it was great with pronouns as an option, which
P14 also commented on as a great feature. These comments indicate that the
registration process showed elements of the UX goals effectiveness and utility.
However, the participants also pointed out issues, which showcased poor con-
sistency, affordance, and visibility. The top button in the popup, when creating
an account or logging in, confused P15 as it both looked like a button and a
heading.

P13 could personally see himself asking questions and answering in the Com-
munity. At the same time, P16 was more sceptical of the possibility of being
anonymous; “I don’t know if it’s good to have the option to be anonymous. It
seems contradictory to the site’s purpose.”. P14 was critical to the number of
prompts the Community possibly could contain; hence it could be hard to find
specific prompts when there are many users. P14 further reflected that the exist-
ing functionality for saving prompts is suitable for structuring the information
overload when having many users.

When asked if they wanted to join DiversIT, P12 expressed interest, while
P13 and P17 were interested with the condition of getting recommendations
or the site’s popularity. Regarding DiversIT’s potential to increase DEI, P12,
P13, and P16 voiced positive opinions. P16 agreed that the concept presented
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through the prototype has potential as “[m]any people with intersectional factors
(e.g., gay) look for peers online. When you can talk with people who understand,
it’s easier, compared to having to explain to people”. The participant thought
that DiversIT looked like a social network for people in tech to find others in
CS and aims to be more inclusive. P16 further commented on Articles as a
positive feature, which can show different experiences, such as mental health or
diversity in CS education. However, P15 was uncertain about DiversIT’s value
on its own, and saw it more as a blend of LinkedIn and Twitter, suggesting the
concept needed differentiation from existing social media platforms.

Iteration 4. In Iteration 4 the final prototype was completed and can be viewed
here.2 Improvements implemented to the prototype based on feedback are pre-
sented in the first part of this section, while the entire prototype is presented in
the rest of this section.

Some participants found it confusing whether the labels on the front page
under “Content Topics to Explore” were clickable buttons. This was improved
in the previous iteration, but were not updated with the new design on the
front page. In this last iteration, these were updated in order to make the design
of the labels similar to those in Community and achieve consistency. Other
improvements done to the landing page of DiversIT were removing the search
bar on this page and reformulating the text on one button from “Learn more
about us” to “Learn more about DiversIT”. In addition, as creating a new user
is a process with multiple steps, the progress bar was added to the first popup
page in addition to the existing pages of the process.

The Final Prototype
DiversIT aims to increase DEI in CS by creating a supportive intersectional
community online where peers worldwide can communicate, ask questions, dis-
cuss topics relevant to the field and be supportive of each other. With a focus
on intersectionality, the researchers want to express a website that is welcoming
and appealing to individuals of intersectional backgrounds by showing diversity
in the illustrations and example prompts presented in the prototype. The high-
fidelity Figma prototype aims to test DiversIT as a concept to be further coded
and developed.

Figure 5 presents an overview of DiversIT. The first page a user sees is Fig. 5a,
giving a first impression of the website and its functionalities. The user can
scroll down the page to read more information in the text boxes. Figure 5b
shows the Articles page. Here the user can read articles from the field where role
models of diverse backgrounds will be presented. Based on the findings from the
SLR [7,14] and the conducted interviews, role models who people can identify
with, especially intersectional role models, are essential. The Articles page tries
to assist in this, in addition to motivating, engaging, and raising awareness of
intersectionality. A separate About page was added to DiversIT not to overwhelm
the user with information on the front page. Figure 5c informs the user about the
vision and mission of DiversIT. As a prominent part of DiversIT is a Community

2 https://tinyurl.com/245n6em5

https://tinyurl.com/245n6em5
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where the users can interact with each other, Fig. 5d was added to the prototype,
informing the users about the code of conduct for the website. All pages presented
in Fig. 5 are accessible through links on the front page, the header, or the footer.

(a) Front page. (b) Articles.

(c) About. (d) Code of conduct.

Fig. 5. An overview of the prototype.

As mentioned, the Community part is an essential factor of DiversIT as a pro-
totype. Figure 6 presents the Community where the logged-in users can interact
with each other. As the Community is only visible to those who have registered
an account, Fig. 6a provides a user who is not logged in with information about
what the user can expect when logging in without sharing any prompts of exist-
ing users. Figure 6b presents the Community when the user has logged in and
has full access to it. All the prompts are grouped into different topics, which
work as a filtering system to easier find relevant prompts. A user can also save a
prompt for easier access at a later time. By clicking on the “See/add response”-
button, the user navigates to Fig. 6c, where the user can read responses made
by other users and contribute to the discussion by adding a response. A user
can also add a new separate prompt by clicking the “Add new prompt”-button
in Fig. 6b, navigating to Fig. 6d.

This process of logging into DiversIT got simplified and clarified. A progress
bar has been added and instead of the four steps, now it only takes three. Users
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(a) Community when not logged in. (b) Community.

(c) See and add responses to a prompt. (d) Add a new prompt to the Community.

Fig. 6. Overview of the Community.

can log in or sign up through the popup shown using their username and pass-
word or using third-party accounts. They can select Student/Professional, pro-
vide their institution and their intersectional identity.

5 Discussion

This chapter discusses and evaluates the findings from the design and creation
process. DiversIT, the prototyped website, is evaluated and discussed in Subsect.
5.1 based on findings from the usability tests. Lastly, a review of the limitations
of this research is presented in Subsect. 5.2.

5.1 Evaluation of DiversIT as Digital Support to Increase DEI

In the prototyping stage of design and creation, DiversIT was developed in five
iterations, with usability tests conducted after each design sprint. Each iteration
and the results of each usability test are presented in Subsect. 4.2.

Findings from the SLR, underline how a supportive intersectional peer net-
work [12] strongly correlates to a strong sense of belonging, indicating that there
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is a potential market demand for DiversIT as a digital product. During the inter-
views, the participants were generally optimistic about the idea of a networking
platform, and the majority remained positive about the concept after interact-
ing with the prototype during the usability test. These findings indicate the
potential of DiversIT to help strengthen DEI within CS.

Despite the generally favourable impressions of the prototype, some par-
ticipants were more critical of the website. Notably, those who reported fewer
intersectionality related challenges in the interviews tended to be more critical
of DiversIT. On the other hand, participants who experience challenges related
to their intersectional identity seemed enthusiastic about DiversIT, envisioning
themselves as regular users. As one participant stated, it can be hard to develop
a product tailored for everyone, as the target group is wide because intersec-
tionality varies greatly. Therefore, as the majority liked DiversIT, it could be
considered a valuable product for further development.

In the first usability tests, participants focused more on the website’s func-
tionality, noting that the site’s purpose was not immediately clear. The proto-
type was subsequently improved through multiple iterations and feedback from
the usability tests, resulting in a better high-fidelity prototype than the one
presented in Iteration 0. As a testament to this improvement, later usability
tests garnered less negative feedback regarding the website’s purpose, indicating
enhanced usability.

The prototype underwent testing in Norway and Brazil, facilitating space tri-
angulation that provided feedback from users with different cultural backgrounds
and perspectives, which helped identify potential usability issues and areas for
improvement. Having such geographical diversity in the testing also helped in
evaluating the adaptability of the product in different environments, which is
essential as DiversIT want to create a networking platform connecting peers in
CS who identify with intersectionality from all over the world. Although space
triangulation was time-consuming, its significant benefits made the researchers
want to prioritise it, since it can lead to a better-designed prototype that meets
the needs and expectations of a diverse range of users.

Evaluation Based on User Experience Goals. In alignment with the UX
goals, the prototype demonstrates effective interaction design. Following, is an
enumeration of the desirable aspects achieved based on the observations and
feedback from the usability tests:

– Engaging: DiversIT came across as engaging for the participants, where
multiple participants explicitly expressed that the provided information made
them want to interact with the website.

– Helpful: Based on the impressions from the participants, the website came
across as helpful. DiversIT can be divided into two main parts; the Community
and Articles. The Community works as a supportive network to help those
who feel a connection to intersectionality increase their sense of belonging.
The Articles provides articles to inspire and help increase the awareness of
intersectionality in the field.
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– Motivating: The users can find motivation from other users in the Commu-
nity or by reading articles.

– Enhancing sociability: The website provides an increased sense of belong-
ing through the Community and the articles promoting diverse, intersectional
role models.

– Cognitively stimulating: DiversIT can come across as cognitively stimu-
lating as the users may discuss challenges related to CS and intersectionality
in addition to reading articles.

– Provocative: Articles are thought to be provocative and inspiring.
– Emotionally fulfilling: The participants expressed engagement over the

website due to its focus on DEI. The users can contribute positively to an
online community.

In contrast, the potential undesirable aspects and associated risks to DiversIT
include:

– Frustrating: Some participants expressed that the website was difficult to
understand, but this was improved through multiple iterations.

– Making one feel guilty: It was commented that sensitive information may
be difficult to discuss online, and intersectionality revolves around sensitive
information.

– Unpleasant: As the website handles sensitive information, the website could
feel unpleasant or unsafe to use, and therefore a code of conduct was added
to the prototype.

– Patronising: This could occur if a user does not feel supported in the Com-
munity.

By evaluating the desired and undesired aspects, the developed prototype
comes across as a website with good interaction design. However, in further
development of DiversIT into a fully functional website, it is crucial to remember
that the website handles sensitive data and acknowledge the risks this brings.

5.2 Limitations

The greatest limitation regarding the interviews was that they needed to be held
in English. In Norway, some of the participants asked to conduct the interview
in Norwegian, and since both researchers also speak Norwegian, this was not
an issue as it made the interviewee more comfortable. In Brazil, there was a
language barrier, since none of the researchers spoke Portuguese, and therefore,
could not help if a participant struggled with expressing themselves in English.
To minimise the barrier as much as possible, the researchers got assistance from
a person in Brazil who spoke Portuguese and English and could help during
the interviews. Since the interviews potentially discussed sensitive topics, each
interviewee was asked prior to their interview whether they wanted additional
assistance from the person who spoke Portuguese.

Other possible limitations identified during the usability test sessions were
stress caused by time constraints and interruptions, affecting the researchers and
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the participants. In Brazil, the researchers did not have full control of the room
used to execute the interviews and usability tests. This was noticeable during one
interview in particular, where multiple people entered the room and interrupted
the session. Every time someone interrupted, the interview was paused, but
these interruptions happened outside the researchers’ control. This resulted in
significantly less time to complete the interview and usability test as planned,
and the participant was noticeably stressed in the situation.

A limitation related to using Figma as a tool for designing the prototype for
DiversIT is that users cannot write in input fields within the prototype. Through
the usability tests, this confused the participants when they e.g. tried to create
an account. To reduce this limitation as much as possible, dummy text was added
to the input fields when the user clicked on the fields. The limitation made it
challenging to test the overall usability of the input elements. Another limitation
is the fact that if the user pressed somewhere in the prototype, then it became
visible where the user could click. This could potentially spoil the honest UX
as it made the prototype feel less like a real application, resulting in the user
being less critical of the UI. In one usability test, this was a distracting factor
and took the focus away from the actual design and interactions being tested.

Lastly, this study does not look into perspectives from e.g., transgender and
non-binary people, because no participants with these intersectional identities
expressed interest. Although the findings provide some perspectives from the
LGBTQIA community, these do not fully encompass these experiences, nor do
they reflect experiences outside the gender binary.

6 Conclusions

The study presented in this paper focused on the potential of a peer networking
website on intersectional challenges in computing. The design process included
multiple user test interviews looking into intersectionality in both Norway and
Brazil.

The website prototype, DiversIT, got promising feedback after the usabil-
ity tests, which also opens up for further development of the concept. Although
some issues suggested for improvements during the usability tests were not imple-
mented in the prototype, the final version of the product backlog has these listed.
As DiversIT focuses on intersectionality and the fact that personal data related
to this is sensitive, it is important to have accessibility and security as quality
attributes, in addition to usability, when further developing the prototype into
a fully functioning website. Following a universal design approach, using guide-
lines from Web Content Accessibility Guidelines (WCAG) and the Authority for
Universal Design of ICT3 is highly recommended to ensure the usability and
accessibility of the website. Furthermore, scalability, for supporting increased
user activity; and interoperability, for easily integrating this solution with other
existing products; could be other quality attributes to consider.

3 https://www.uutilsynet.no/english/websites/906.

https://www.uutilsynet.no/english/websites/906
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Abstract. This paper identifies the connection between heuristics, gam-
ification, and system visualization in the early design phase of a mobile
application in order to create what we call environmental behavior
change. Participant motivations, abilities, and triggers are identified as a
part of the design process using Fogg’s behavior model. Through purpo-
sive focus groups and the design of wireframes, features that can enable
environmental behavior change are identified and turned into design
goals. Example User stories, or personas, were generated for each goal.
These goals are also mapped to heuristics for interface design, white
hat drives for motivation using the Octalysis framework, and aspects of
behavior change. The gamification of these aspects are discussed. Net-
work features and competition were elements identified by participants
as motivating factors that may enable environmental behaviour change.
Key heuristics identified by participants include: 1. a match between the
system and the real world, 2. user control and freedom, and 3. recog-
nition rather than recall. These factors align with Fogg’s Hope, social
acceptance, and social rejection.

Keywords: environmental behaviour change · design and creation ·
heuristics · inclusive HCI · participatory design

1 Introduction

In the Green Deal, the European Commission states that tackling climate and
environmentally related challenges is the defining duty of this generation1. The
Green Deal outlines a just and inclusive transformation of communities, where
zero greenhouse gas emissions are achieved in 2050. In addition, users’ health and
well-being are protected from environmental-related threats [19]. The UN Sus-
tainable Goals (SDGs)2 reinforce the idea that people and systems are respon-
sible for reaching climate neutrality in an ethically inclusive and just way. The
1 https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/european-

green-deal.
2 https://sdgs.un.org/goals.
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objective of this research is to address these intersecting issues by influencing
behaviors and examining how people interact with the environment, called envi-
ronmental behaviour change, through the early stage design and creation process,
often used for new IT artifacts [44]. Through purposive focus groups to co-design
wireframes and prototypes, gamification elements, heuristics, and motivation fac-
tors that can facilitate environmental behaviour change are presented.

1.1 Smart Cities

The concept of smart cities includes technologies and digital infrastructure as
inclusive solutions to challenges created by urbanisation and the rapid growth of
city populations [59,60]. In smart cities, technology will be designed to address
needs from carbon reduction and energy consumption to inclusion in govern-
mental processes. Digital technology is set to play a crucial role in the outcomes
of smart cities and climate neutrality [58] under the Green Deal.

However, women are often omitted from the creation process of software
development [27] and the use of their likeness [57] in software applications.
Women are also excluded from discussions around the creation and adaptation to
achieve the goals of climate transition [17]. This is in spite of women exhibiting
an increased adoption of information communication technologies (ICT), which
include mobile phones and internet access [12]. To date, there is minimal research
about the barriers women experience as a result of the transition to smart cities
[63]. The non-participation and exclusion of women [4,9] significantly impacts
the governance of smart cities, which requires collaboration between relevant
stakeholders like governments, citizens, and the systems being integrated [2].
Furthermore, refugee and immigrant women are often not citizens of their place
of residence for years and can experience negative impacts during their period
of residence [64].

1.2 Inclusion in Smart City Research

Inclusion, particularly of women and other marginalized voices from an inter-
sectional perspective [14,37], is an integral part to our research. In this project,
inclusion is in the purposive selection of focus group participants; however, tran-
sition to climate neutrality excludes many inhabitants, residents, and citizens
from participation by the nature and cost of creating change (e.g. [29] and [40]),
even in the design of mobile applications.

Mobile Applications. Mobile internet use has significantly increased in recent
years, and the development of mobile applications are increasing as well. A
mobile application (app) is created specifically for mobile devices like smart-
phones and tablets3. Some notable features of apps include sending push notifi-
cations, using offline, and using location-based or navigation elements [25]. Social

3 https://www.techopedia.com/definition/2953/mobile-application-mobile-app.

https://www.techopedia.com/definition/2953/mobile-application-mobile-app
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media, games, and messaging apps are common examples of this rapidly growing
area [65], indicating that apps may continue to hold influence with the increase
of smartphone users [5]. This study focuses on designing a mobile application to
promote environmental behavior change using purposive, inclusive focus groups
to examine the intersections of motivation, heuristics, and behavior change.

Inclusive Design. Inclusive design is a process that empowers people from
various backgrounds and abilities are referred to as inclusive design to participate
in the design process. From an intersectional perspective, inclusive traits include
accessibility, age, financial position, location, language, race, and more. Joyce
explains inclusive design should be done in all phases of design and creation
research, and both the product and the process should be inclusive [30]. While
the app designed in this study aims to be inclusive, the focus of this paper the
process of inclusion in early design phases to identify elements that will help
create environmental behavior change.

1.3 Fogg Behaviour Change Model

Connecting the design of a mobile application to environmental behavior change
requires embedding a behavior model into the design process [23,48]. Cognitive
behavior models imply that the behaviour is driven by conscious mechanisms,
usually conveying convincing messages about the importance or outcomes of
performing a behaviour. Behavior change interventions have been used in health
[24], but they can also be used to encourage environmental behavior change [56].
The Fogg Behavioral Model was selected for early design and creation activities
because it presents dichotomous motivation factors to illicit response and provoke
change [23].

Fogg [20] addresses three factors that influence behavior: motivation, ability,
and triggers. To change a behaviour, the individual must be intrinsically moti-
vated, possess the required skills, and be triggered to perform the behaviour. The
FBM is useful to design and analyze apps because each factor can be identified
through their sub-components. The motivation elements in the FBM are [20]:

1. Pleasure/Pain - functions adaptively and may be related to self-preservation
2. Hope/Fear - anticipation of what will happen
3. Social acceptance/rejection - desire for connectedness and inclusion (p. 4)

The six elements of ability are: time, money, physical effort, brain cycles,
social deviance, and non-routine [21]. These traits may impact environmental
behavior change because they may be barriers to entry. Finally, Fogg introduces
three types of triggers. Spark can be applied when a person lacks the motivation
to perform a behaviour. Facilitator can be applied when a person lacks the ability
to perform a behaviour, and signal can be applied when a person has both moti-
vation and ability to perform a behaviour. These triggers can be manipulated
through gamification elements in early phase app design.
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1.4 Fogg in Software Engineering

FBM is used in software engineering. Rist examines FBM related to energy sav-
ings because it is a validated model with over 20 years of testing [52]. Sugarman
and Lank state that studies in human-computer interaction (HCI) use FBM to
consider how technology can increase ability and also trigger users [56] for differ-
ent actions. In this study, FBM is used in planning, conducting, and evaluating
the early stage design.

1.5 Octalysis Gamification Framework

Gamification is the use of game design elements in non-game contexts [15, p. 9].
Gamification may promote inclusion and environmental behavior change though
gameplay or a gamified experience, and can potentially increase engagement with
environmental behavior change [49]. Some implemented game design elements
include Points, Badges and Leaderboards (PBL). These three elements are often
paired together because of their breadth, adaptability, and user familiarity [3].
Other examples of game elements include levels, storytelling, chance, goals, feed-
back, rewards, progress, challenge, avatar, and status are also used to harness
motivation and provide a captivating UX [47]. These elements align with core
drives for designing gamified systems.

The Octalysis framework [13] is used to design and evaluate applications in
reference to motivational drivers. Figure 1 shows an octagon with eight areas of
motivation, called core drives. Each core drive lists activities and characteris-
tics. As Ådlandsvik and Doveland [1] explain, the octagon can be divided both
horizontally and vertically to further group core drives with similar attributes.
Vertically, the right-side drives represent intrinsic motivators and creativity while
the left-side drives are extrinsic and logical. Horizontally, the top half are white-
hat gamification drives that use positive techniques to drive users to interact
with the application. The bottom drives are black-hat which use negative traits
for engagement. The Octalysis framework bridges psychology and gamification
[41,61], making it appropriate for app development [32] in the design and cre-
ation process [61].

The implemented core drives in the design phase in this project are 1: Epic
Meaning & Calling, 2: Development & Accomplishment and 5: Social influence
and relatedness. These drives are all white-hat. Users will maintain a sense of
control and minimize the risk of users developing unhealthy habits or technology
addiction. Additionally, by not employing any black-hat techniques, the risk of
user drop out is reduced [13].

1.6 Heuristics

There are ten principles of usability, called heuristics [42,43]. These principles
are used to identify and solve problems. This is often done in the user testing
phase, but recently has been employed in developing apps [34] and addressing
real world problems [31] in a bespoke manner [16]. These heuristics are:
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Fig. 1. Core Drives in the Octalysis framework [13]

1. Visibility of system status
2. Match between system and the real world
3. User control and freedom
4. Consistency and standards
5. Error prevention
6. Recognition rather than recall
7. Flexibility and efficiency of use
8. Aesthetic and minimalist design
9. Help users recognize, diagnose, and recover from errors

10. Help and documentation

These heuristics provide a framework for our thematic analysis during early
phases of design and creation for mobile applications. Incorporating FBM, the
Octalysis gamification model, and heuristics, as previously stated, led to the
development of the following research question: To what extent can design goals,
white hat core drives, and heuristics of design be identified using purposive inclu-
sive sampling?

Finally, this framework also guided the early stage design methods, presented
in the next section.
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2 Methods

Design and Creation was selected as the process for data collection. According
to Oates, the design and creation research strategy focuses on the development
of new IT artefacts [44] across disciplines like HIV prevention [8], eco-adventure
[28], virtual museum tours [7], and process simulations [26,46]. The five stages
are: Awareness, Suggestion, Development, Evaluation, and Conclusion. While
this study includes usability testing, observations, and validated usability instru-
ments, they are not the focus of this paper. This paper explores the alignment
of heuristics within the suggestion and early development phases of design and
creation.

Data management was handled through a national interactive platform, and
a notification form outlining our handling of personal data was submitted and
assessed by the national research review board. For this paper, we focus on Step 2
and 3, Suggestion and Development, in which we conduct focus group interviews
to design wireframes and address early stage heuristic concerns and elements of
environmental behavior change.

2.1 Focus Group Interview

Focus group interviews were selected because they allow interaction and informal
discussion between participants [33,62]. Questions for the focus group were in
the areas of citizen participation, gamification, and usability and tested for con-
struct validity. These questions also allowed for discussion about the gamification
of application elements to promote environmental behavior change and inclusion.
This included barriers to use, features to promote inclusion, and Nielsen’s heuris-
tics. The focus group was one hour, and participants sat in a circle so they could
interact with each other. Tangible items like paper and pens were available to
help foster and explain ideas.

2.2 Participants

Purposive sampling was employed to select six participants. These participants
were selected based on their age, education, ethnicity, country of origin, expe-
rience with technology as a user, and coding knowledge as a developer [39].
All participants identified as women. The participants were recruited through
a convenience sampling technique because a familiarity within the group could
create an ease of conversation that may not have been achieved with a group of
strangers.

2.3 Data Collection

The focus group interview followed a semi-structured protocol in which partici-
pants were asked to imagine a scenario where they were participating in volunteer
clean up activities around their city. Time was allotted for exploring emergent
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questions and discussions [50]. Data was collected via note taking and automatic
translation using Microsoft Teams4. This led into collaborative ideation through
thematic analysis.

2.4 Data Analysis

Thematic analysis is frequently used in UX research [10,53], and collaborative
analysis thematic analysis sessions employing open and axial were conducted to
analyze the transcripts. Organization was managed on Miro5.

Themed data was later categorized using pattern and protocol coding to align
themes with heuristics, FBM, and the Octalysis core drives using Saldana [54].
An example of data segments and theme can be seen in Table 1. A visualisation
of thematic analysis grouping is shown in Fig. 2.

Fig. 2. Theming in Miro, Rounds 1 and 2

2.5 Wireframes

After thematic analysis, the wireframe design phase began by developing paper
prototypes in alignment with the focus group data. These were created both on
paper and digitally [55]. Paper prototypes were selected as a preliminary artifact
to evaluate the FBM and Heuristics before constructing digital wireframes.

3 Results

Participants imagined a scenario in which they volunteer in city-wide cleanups.
They had to imagine an application that would feel inclusive and help them par-
ticipate in both the app and more clean up activities. Participants also explored
4 https://www.microsoft.com/en-us/microsoft-teams/group-chat-software.
5 https://miro.com/.

https://www.microsoft.com/en-us/microsoft-teams/group-chat-software
https://miro.com/
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barriers to participation. This began the discussions around motivating factors.
Participants should not feel high pressure to participate, as stated by Partici-
pants 5 and 6. There was group consensus about flexibility being a motivating
factor for participation and contribution. A sample of responses contributing to
this theme can be seen in Table 1.

Table 1. Motivation factors

Part. Data segment Fogg

1 ..during the pandemic we were able to travel less. So we
felt like we were also maybe doing more (for the climate)
and then by 2021 people started travelling again and
which isn’t that great for the climate obviously

Hope, Social Acceptance, Social Rejection

2 So for me in general it’s related to the values and the
things that I believe in. But it’s also about people joining
at the events as well, for example, if I am passionate
about a topic and I see an event that I like and I know
there are some people that I know there, I join.

Hope, Social Acceptance

2 I like to share activities with [friends]. Social Acceptance
4 I think like the social aspect of the ones sharing is

important. Just like as you said. To meet more people
and kind of being together

Social Acceptance

3 For me, its motivating to wanting to make a change, so
when I noticed that there’s something wrong, then
instead of, you know, waiting for it to be solved,
somehow trying to be part of the solution

Hope

5 And also that it is low pressure. So you can participate
in it when you have time, and don’t need to use a
specific amount of time every week for example

Pleasure

6 The volunteer work should be more flexible. If I feel like
I’m bound to do this, then maybe it will not interest
people to come for the work, so it should be a bit
flexible.

Pleasure, Pain

3.1 Features for Motivation

Based on the Fogg behavior model, participants identified mobile features that
may contribute to environmental behavior change. These elements were analyzed
using pattern coding and protocol coding [45] and aligned with development
goals for environmental behavior change, Octalysis core drives, and Nielsen’s
heuristics for usability, which can be seen in Table 2.

To promote environmental behavior change, these motivation factors should
be integrated into app design. Participant 4 summarised: ‘Again, it’s just con-
necting with people and see if you can do something that is small but has a value’.
The importance of highlighting the problem in a tangible way, in a way the user
can relate to, was very important according to Participant 3. Participant 1 high-
lighted gamification elements as important motivational factors. These include
badges and leaderboards.
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Table 2. Alignment of Development Goals for Environmental Behavior Change, Octal-
ysis Core Drives, elements from the Fogg Behavior Model, and Nielsen’s Heuristic Ele-
ments

Environmental Behavior
Change Dev. Goals

Core Drives Fogg Behavior Model Nielsen’s Heuristics

Register on and continued
use of the app

CD1, CD5 Motivation: Social
Acceptance/Rejection,
Trigger: Spark

Visibility of system status

Network on the app CD2, CD5 Motivation: Social
Acceptance/Rejection,
Ability: All

User Control and Freedom

App Purpose: Contribute to
a sustainable city

CD1, CD2 Motivation: Any, Ability: All,
Trigger: All

Match Between the System
and the Real World

See scores and ranks among
friends

CD2 Motivation: Social
Acceptance/Rejection

User Control and Freedom

Accessibility and inclusion of
diverse users

CD1, CD5 The app must prove that this
is a place for these users.

Match Between the System
and the Real World

3.2 Design Features

Both the negative and positive sides of notifications and pop-ups were discussed.
These notifications can be helpful reminders as well as annoying. Notifications
are not just limited to sounds or buzzing. Reminder e-mails are negative notifi-
cations. Participant 5 highlighted dark design and manipulation, or the feeling
that an application collects a lot of sensitive data, as a factor that could prevent
this participant from using an app while Participant 2 warned against conflating
notifications with engagement. Table 3 shows statements expressed by partici-
pants and their alignment with themes.

3.3 White-Hat Core Drives and Participation

Participants mentioned many different gamification elements which can help
motivate them. Participant 3 highlighted rank, leaderboards, and rewards, Par-
ticipant 4 outlined a preference for short games that can be played whenever
reasonable, Participant 6 outlined levels as a motivational element, Participant

Fig. 3. Paper Prototype
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Table 3. Design features for motivation

Data segment Themes

Participant 1: “I guess one thing is like this those apps that
have like ads popping up all the time or just like super annoying
pop up elements in general.”

Design features to motivate users

Participant 2: “In general if I don’t feel like using an app
anymore, it’s mostly because I’m bored, not because they do
something that like annoys me, so it’s a matter of how engaging
the application is and what can I do with the application.”

Design features to motivate users
Motivational factors for behavioural
change

Participant 2: “So if you decide that an app should be used
two times a day, then it should be designed to being used two
times a day”

Design features to motivate users

Participant 3: “I really hated that when I stopped using
Duolingo for Norwegian, it still continued sending me emails.
‘Ohh you’re letting us down’. It was annoying.”

Design features to motivate users

Participant 2: “So if you dont use it, then it can be annoying.
But if for example I get a notification because of an update of
something that I like, I will open it and check out the update. I
like this use of notifications”

Motivational factors for behavioural
change
Design features to motivate users

Participant 6: “For me, these notifications from Duolingo
sometimes helps. If i forget to use the app for some days, and I
get a notification saying “Are you forgetting us? Why dont you
use Duolingo?”, then i remember that I should use the app, and
use it. So for me it works sometimes”

Motivational factors for behavioural
change
Design features to motivate users

Participant 3: “I agree that it is good with notifications when
you want to keep the streak, but when I have decided that I want
to stop using the application, it is annoying”

Design features to motivate users

Participant 5: “I think if an app has some kind of dark design
and is trying to manipulate you, or if you feel that the app is
collecting a lot of sensitive data about you, then I don’t want to
use that”

Motivational factors for behavioural
change
Design features to motivate users

Participant 2: “For storytelling I like graphics and
animations, because they keep you engaged, just like Duolingo”

Design features to motivate users

Participant 1: “If the app is a socially geared app or one with
gamification elements, I would like it to be more complex and
have animations.”

Gamification elements

Participant 2: “I can have notifications, but if they are too
many, I get angry and just delete the app”

Design features to motivate users

Participant 1: “I think the user should have some kind of
options to set the notifications settings. If I want notifications, I
can switch it on if I don’t want it then I keep it odd. It should
also be possible to choose what kind of notifications you get.”

Design features to motivate users

5 highlighted some features that show how much of a given task has been com-
pleted as motivating, Participant 2 highlighted the importance of how the game
is connected to the actual goal that is pursued, and Participant 1 outlined point
systems. In summary, the participants had many different opinions on which
gamification elements were motivating, but seemed to agree that gamification
is motivating if used in a reasonable way. Table 4 shows how these expressions
align with heuristics, and some of the prototypes can be seen in Fig. 3.
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Table 4. Gamification Elements and Heuristic Alignment

Data segment Heuristics

Participant 3: “For example in Duolingo, I find it good to have
gamification elements like the ranks, leaderboards and rewards”

Visibility of status

Participant 3: “I don’t know how specific this is to language
learning, but I felt that sometimes gamification overrode the
initial function of the specific app. Because sometimes I just did
the practice in order to gain points, instead of focusing on what
will benefit my language learning. So sometimes I mean it helped
me keep my streak and if you say that for language learning it is
important to have consistency, then it is good. But I have mixed
feelings about gamification”

Match between system and real world

Participant 4: “I think I prefer games that are short, so I can
play them whenever I want to.”

Flexibility and efficiency of use
User control and freedom

Participant 6: “If the game has multiple levels, then maybe I’ll
feel the push to have to go to the next level. So there is some
motivation to play the game and [fix mistakes] the game so I
can move forward”

Help users recognize, diagnose, and
recover from errors

Participant 5: “I prefer some features that show how much you
have completed. For example, if it’s a game about steps, if you
want to go 10000 steps each day, then you can see how many
steps you have left in a sort of progression bar. To see the
percentage you have left to complete a task, I think that is really
motivating”

Visibility of system status
Match between system and the real
world

3.4 Application Requirements

The developed application requirements were constructed with inclusion in mind.
These requirements will guide the design of the application and also provide a
framework for further development in order to foster engagement of diverse par-
ticipants, especially of women. Each of the five goals is accompanied by several
user stories, which can be seen in Table 5.

Goal 1. Registering on and continued use of the app is the first goal of the
design, as seen in the literature and the focus group. A potentially powerful
approach to affecting behaviour change is to surround oneself with others that
normalise desired behaviours, and online spaces have shown the potential to fos-
ter the growth of social communities with a common interest in climate change.
Lee et al. state that having a publicly viewable profile as one of the features that
create a community [35].

Goal 2. Goal 2 is about social engagement and networking. The desire to net-
work accompanied by a change in social network dynamics may impact environ-
mental behaviour change by changing motivation factors like social acceptance
[20]. For networking, Lee et al. highlight viewing other users’ activity in a feed,
reacting to others, and giving and receiving positive feedback as features to
promote discussion, the sharing of knowledge, and user-generated contribution
[35].
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Table 5. Application Requirement Goals and Example User Stories

Goal User Stories Example

Goal 1 A new user should be able to
register and add relevant personal
information that will be shown on a
publicly viewable profile

(1.2) As a User, I want to be able to log in and out,
so that I can choose when I want to be active on
the application

Goal 2 A user should be able to create a
network to interact with other users

(2.6) As a User, I want to be notified when a friend
completes a challenge or participates in an event, so
that I can be motivated by my friends’ activity

Goal 3 A user should be able to make
contributions for a more sustainable city

(3.1) As a User, I want to be able to create
inclusive events, so that I can facilitate social
meetings for climate-neutrality

Goal 4 A user should be able to see their
score and rank and compete with their
friends

(4.4) As a User, I want to show my badges on my
profile, and also see others badges on their profiles,
so that I can show my achievements and also be
motivated by others

Goal 5 The design of the application
should be inclusive, providing equal
opportunities for all users

As a User, I want to be able to choose among
different languages in the application, so that I can
use my preferred language

Goal 3. Goal three addresses the purpose of the app. A user’s contributions
towards a more sustainable city is the third goal of this application. Magalhães
et al. [38] state that the contributions of users can produce better social and
environmental results. Lee et al. also note that offering practical and readily
applicable information could be an effective strategy to motivate individuals to
lasting environmental behavior change choices [35].

Goal 4. Competition is the fourth goal of the application. Users should be
able to see their score and rank among their friends or opt out. Implementing
gamification as a method to motivate users was supported by both a paper from
the SLR [51] and the focus group. Participant 2 said, “As a user, I want to be
able to see my own points in a leaderboard, so that I can compare myself to
friends.” Participant 5 echoed this as a motivational aspect for tracking their
own progress.

Goal 5. The last goal concerns accessibility to ensure the inclusion of potential
users. As mentioned, an important part of reaching the climate goals is that no
one is left behind and can use the mobile application to create environmental
behaviour change. This study focused on the inclusion of women with emphasis
of some intersectional traits in the design process, but other groups need to be
prioritized as well. Ballantyne et al. highlight the importance of mobile applica-
tions being usable by users with disabilities, especially because of the increased
amount of mobile device users [5], and present universal guidelines to ensure the
accessibility of mobile apps. Participant 4 stated, “As a User, I want to use an
application following the WCAG, so that I can use the application even though
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I have a disability” while Participant 5 explained, “As a User, I want to use an
application portraying human diversity, so that I recognize others like myself
within the application.” In further application development, such a framework
is followed strictly to ensure inclusion for all users.

4 Discussion

Based on the discussions held during the focus group, there are clear indications
that a developed mobile application platform will help motivate users to con-
tribute to a sustainable and inclusive city. This study examines the effects purpo-
sive sampling has in early phase design as demonstrated by RQ1: To what extent
can design goals, white hat core drives, and heuristics of design be identified
using purposive inclusive sampling?. Identifying women using an intersectional
perspective to participate in a focus group helped to identify key features of gam-
ification for white hat motivation factors in app design. These choices may help
promote environmental change. Through the process of focus groups and proto-
typing, valuable insights about the connections between motivation, heuristics
and Fogg’s behavior model were gathered. The findings indicated motivational
factors intrinsic to the app like networking, events, and flexibility as well as those
intrinsic to the user like the desire to make a difference. The results also demon-
strate how gamification elements can influence environmental behaviour change.
Rank, leaderboards, rewards, and task completion tracking were identified as
effective elements. By incorporating these findings into the development goals,
apps may effectively engage and motivate users toward active participation in
creating sustainable and inclusive cities.

The purposive sampling of women using an intersectional lens revealed impor-
tant information about app design and motivation. While motivation should be
included in all aspects of design goals, the app itself should not press motivation
in its content. Fogg explains, “persuasive design succeeds faster when we focus
on making the behaviour simpler instead of trying to pile on motivation” [20,
p. 6]. By demonstrating and normalizing the desired behavior through ease of
use in an app, the behavior should become easier to perform. Perceived ease of
use was mentioned throughout the design process.

While 75% of participants expressed that social features provide motivation,
25% indicated that solely relying on social aspects is not adequate motivation
for use. The app needs to offer more than social aspects. Additional incentives
and features to enhance motivation should be incorporated. These may include
in-app currency and progress-related badges and rewards. Participants of the
focus group discussed gamification elements that work for them individually.
This relates to Neilsen’s heuristic User Control and Freedom, which in its strict
interpretation is related to having planned exit points. This heuristic in practice
also allows an app user to participate at their own pace and not feeling forced to
participate in events. This can be through planned exits of events and challenges
as well as the deletion of tasks without shame.

Aligning with the findings of Ferron et al. [18], individual challenges were
the most well-received design feature. Challenges can promote environmental
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behaviour change, but they can dissuade use, especially if accompanied by
unwanted notifications. Individual challenges are designed to contribute to a sus-
tainable city that aligns with the Octalysis framework. Overcoming challenges
is an integral aspect of Core Drive 2, which provides motivation for engaging in
specific activities.

The focus group mentioned that information about the specific purpose of
the app is a motivational factor. In this case, information about climate change
and volunteering activities may impact intrinsic motivation of users. Rajanen
and Rajanen explain that traditional mass media communication has shown
low effect on environmental behavior change for individuals because the issue is
perceived as both not personally relevant and a distant problem [49]. Therefore,
information about the problem should be stated in local and immediate scope
using white hate drives [36].

Some features may deter use of the app. First, ads and pop-ups should be
used sparingly if at all. Other funding streams should be secured in order to
not have these features deter use. Next, the repetition of tasks may lead to
lack of engagement. Tasks and challenges should be fun and engaging. Finally,
dark design and manipulation techniques were raised in the focus group. Gray
et al. defines dark patterns as “instances where designers use their knowledge
of human behavior (e.g., psychology) and the desires of end users to implement
deceptive functionality that is not in the user’s best interest” [22, p. 1]. An
application should be designed ethically without embedded dark patterns to
promote inclusion, safety, use.

4.1 Limitations

This research project has several limitations. One limitation is the limited num-
ber of focus groups in the design phase. While the group was intentionally
designed to be gender inclusive and inclusive of age, country of origin, and edu-
cation, the replication of focus groups would only strengthen results through
triangulation. Another limitation is the use of purposive sampling for partici-
pant recruitment. Due to the limited time period of this research project, and
the aim of answering the research question as precisely and thoroughly as possi-
ble, design was prioritized over development. Finally, developing a coded MVP
of the app may have produced different results in the focus group.

4.2 Future Studies

The future design of this mobile application is an area of future research. Repli-
cation of this study is also necessary to triangulate the results of purposive
sampling in the early design phase. These studies should be about apps that
promote environmental change as well as apps in different domains. In relation
to this project, a high fidelity prototype was developed and tested using usabil-
ity tests and the system usability score (SUS) [6,11]. An MVP should also be
designed and tested.
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5 Conclusion

The results of this study indicate that a mobile application is a suitable digital
platform to motivate users to contribute more toward reaching the goals of the
European Green Deal, namely reaching zero greenhouse gas emissions by 2050
in a just and inclusive way. The developed application requirements and mobile
application prototype presented in this study contribute to knowledge on how to
design such a mobile application and on which specific design elements should
be included.

While it is demonstrated that displaying information alone may not be suf-
ficient to convey the problem’s significance to individuals, it is emphasised that
doing so plays a crucial role in inspiring users to contribute. Participants have
expressed the importance of receiving clear and relatable information that illu-
minates the reasons they should be concerned and outlines ways in which they
can contribute to the cause. The application should incorporate functionalities
that promote consciousness, enhance awareness, and offer insights into sustain-
able behaviours and initiatives, and the implementation of a feed where other
users’ contributions appear, information about initiatives through a blog in the
application and facilitation of events are found to be suitable ways to incorporate
these functionalities in the application.

Acknowledgments. We would like to acknowledge the work of Ferdinand Ward
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Abstract. This research seeks explore the factor structure of the PTPI and pro-
vide insight into what product design features contribute to perceptions of dislike.
The PTPI was administered to 965 participants who were asked to either evalu-
ate a technology they liked, or one they disliked. A confirmatory factor analysis
(CFA) was conducted to assess model fit, and participant comments were ana-
lyzed to determine how feelings of dislike mapped to PTPI subscales, as well
as what design features were mentioned when a product was disliked. The CFA
results indicated that the PTPI has acceptable model fit. The thematic analysis of
participant comments reveals key design themes that are consistently referenced
when consumers dislike technology products, offering valuable insights for prod-
uct designers to enhance both satisfaction and inclusivity. Participant comments
also give insight into why consumers may persist in using disliked products.

Keywords: Product Inclusivity · Consumer Satisfaction · Product Design ·
Technology Products · Consumer Insights

1 Introduction

Consumer satisfaction with products is a highly researched area of both marketing and
user experience [1–3]. Satisfied consumers are more likely to repurchase a product,
recommend it, and buy from the same company [4]. Models of consumer satisfaction
with products show that satisfaction can be influenced by several factors, including
product usage, product performance, brand expectations, and brand attitudes [5–7].

Consumer satisfaction has been shown to be influenced by product alignment with
self-identity and values and fostering a sense of belonging to a specific user group,
which may contribute to a perception of inclusivity [8, 9]. Additionally, if a product is
not inclusive, consumersmay not be able to use a product well, or at all, whichmay cause
feelings of dissatisfaction [10]. For example, a website that does not give descriptions
of images may still be navigable to someone using a screen reader, but they may not
have the same quality of experience as someone who is able to visually perceive and
understand the images. This is especially true if the images are integral to the experience
of a website, like images of clothing that a consumer may wish to purchase.
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When applied to product design, the term “inclusive design” has been defined by
designer SusanGoltsman as “designing a diversity of ways for users to participate so that
everyone has a sense of belonging” [11]. Perceived inclusivity may be influenced by a
variety of aspects, including the ability of a product to fulfill aspects of our psychological
needs, if the product promotes a sense of belonging, if a consumer trusts the product, as
well as how pleasurable the product experience is [12].

While research highlights consumer satisfaction’s importance, it is equally important
to understand why dissatisfaction may occur. Research in consumer satisfaction often
focuses on the positive [1, 3]. If dissatisfaction is discussed, it is either unclear what
the dimensions are, or it is seen as the direct opposite of satisfaction [1–3, 13]. There-
fore, assessing consumer perceptions of inclusivity and satisfaction with both liked and
disliked products and understanding what contributes to those factors is crucial.

The Perceptions of Technology Product Inclusivity (PTPI) scale is a psychometri-
cally validated instrument to assess user perceptions of inclusivity [12]. The 25-item
scale includes five factors reflecting inclusivity. These include Personal Connection,
Product Challenges, Confidence in Usage, Meets Expectations, and Company Empathy
(Table 1).

Table 1. Description of Each Subscale

Subscale Description

Confidence in Usage Perceptions of confidence and self-efficacy when using the product

Personal Connection Having a sense of belonging or personal connection to the product

Meets Expectations Perceptions of how well the product works to meet users’ needs

Product Challenges Challenges or demands experienced when using a product

Company Empathy Perceptions of the company in terms of trust and their
intentions to design for diverse audiences

The PTPI was validated with a sample of over 2000 participants who chose technol-
ogy products in over 25 categories. While there was a wide range of technology products
included in the original validation study, the vast majority of products that participants
chose were technology products they liked.

1.1 Purpose

The purpose of this study is to explore the factor structure of the PTPI with a more
balanced distribution of liked and disliked technology products and provide insight
into what product design features contribute to perceptions of dislike. By conducting
this study, we seek to provide evidence that the scale items are suitable for measuring
perceptions of technologyproduct inclusionwith products that are disliked, as the reasons
for dissatisfaction or lack of inclusivitymay vary in those cases. Additionally, we explore
reasonings for why people dislike a technology product, as well as how those feelings
relate to perceptions of inclusivity.
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2 Method

2.1 Participants

Participants were from the United States and were recruited from Prolific, an online
platform utilized for survey distribution. After filling out the survey, participants were
split into two groups. The Like group (n = 562) contained responses from participants
who answered that they felt satisfied with their technology product. The Dislike group
(n= 403) contained responses from participants who answered that they felt dissatisfied
with their technology product. Older adults comprised 15.7%, people with disabilities
12.7%, 53%were people of color, and participants ranged in age from 18–83. A detailed
breakdown of participant demographics is included in Table 2.

2.2 Materials and Procedure

Qualtrics Online Survey Software was used to create the survey which included the
following sections:

1. Consent form
2. Make and model of the technology product under evaluation (participants entered

the name in a text field)
3. Questions about product ownership
4. Questions about familiarity and frequency of use of the product
5. Open ended questions about what the participants disliked about the product and

how it could be improved (Only displayed to Dislike group)
6. Product evaluation statements. These statements were randomized and five state-

ments per screenwere displayed tominimize scrolling.Each statementwas evaluated
on a 7-point rating scale (1 = strongly disagree, 7 = strongly agree; N/A option at
the end of the scale)

7. Overall satisfaction rating (1 = extremely dissatisfied, 7 = extremely satisfied)
8. Overall inclusion rating (“Overall, I feel included as a user of this product.”; 1 =

strongly disagree, 7 = strongly agree)
9. Net Promoter Score (NPS)
10. System Usability Score (SUS; [14])
11. Basic demographic questions (e.g., age, gender, disability)

Before entering in the make and model of the technology product, participants were
presented with a screen that asked them to think about a technology product they had
personally interacted with. Participants in the Dislike group were specifically asked to
think about a product that they disliked, and were given prompts to help them recall a
time where they may have interacted with a product that they disliked, such as if they
had returned or stopped using a product, or used a product only out of necessity.

Before distribution of the survey, the study was approved by the University’s Institu-
tional Review Board (IRB). Information about the study and the survey link were shared
on the survey distribution platform Prolific. Participants who completed the survey were
compensated for their time.
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Table 2. Demographics of Participants (N = 965)

Variable Value

Age in Years (M + SD) 37.38 + 15.40

Age Range in Years 18–83

Gender (%)

Male 51.4%

Female 46.2%

Transgender 0.3%

Nonbinary 1.9%

Prefer to self-describe 0.0%

I prefer not to answer 0.2%

Ethnicity (%)

American Indian/Alaskan Native 0.9%

Asian/Pacific Islander 18.6%

Black/African American 16.7%

Hispanic/Latino 10.2%

White (not of Hispanic origin) 46.0%

Biracial/multiracial/mixed 6.5%

I prefer not to answer 1.0%

Education Level (%)

High school 14.9%

Some college 20.4%

Associate’s Degree 7.5%

Vocational/Technical College 2.1%

Bachelor’s Degree 41.0%

Master’s Degree 11.4%

Doctorate or Professional Degree 2.2%

I prefer not to answer 0.5%

Self-identify as having a disability

Yes 12.7%

Physical 6.2%

Visual 1.8%

Auditory 1.7%

Cognitive/Mental 6.6%

(continued)
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Table 2. (continued)

Variable Value

Emotional 3.4%

Other 0.3%

No 84.2%

Prefer not to answer 3.0%

Note: Participants could select more than one disability type, so percentages of disability type
may sum to more than total percentage of disability

2.3 Technology Products Chosen

The majority of the technology products participants chose to evaluate in the Like group
were used daily and had been purchased at least one year prior to taking the survey. The
mean ratings for overall satisfaction were 6.20, with a standard deviation of 0.66 (1 =
extremely dissatisfied, 7 = extremely satisfied).

The majority of the technology products participants chose to evaluate in the Dislike
group had also been used daily and had been purchased at least one year prior to taking
the survey. The mean ratings for overall satisfaction were 2.20, with a standard deviation
of 0.88 (1 = extremely dissatisfied, 7 = extremely satisfied).

Table 3 provides a summary of the technology products chosen overall, and by each
group. Overall, the technology products evaluated covered 30 categories containing a
variety of products within those categories.

Data Analysis. Both quantitative and qualitative datawere analyzed. For the quantitative
data, a confirmatory factor analysis (CFA), correlation, and ANOVAs were performed.
for the qualitative data, a two-stage thematic analysis of 2,733 comments received from
participants was conducted to understand (a) which subscale(S) aligned with each com-
ment and (B) the specific factors that influenced subscale mappings. Responses were
separated into individual sentences or phrases to ensure accurate analysis of each distinct
thought. During the first stage of analysis, comments were mapped (I.E., associated) to
relevant PTPI subscales. Sentences and phrases were cross-checked against the criteria
for each subscale. Responses were considered mapped to a subscale when a sentence or
phrase met at least one criterion. There was no limit to how many subscales a sentence,
phrase, or overall response could be mapped to. some responses were not mapped to a
subscale because they either failed to meet the subscale’s criteria or contained insuffi-
cient information. During the second stage of analysis, all comments were re-analyzed
to generate product design themes. These themes were extracted from sentences and
phrases that directly discuss how a product’s design affected participants’ usage and
feelings of the product. All product design themes were defined according to the rela-
tionship between participants and the product (E.G., some definitions began with “how
poorly a user can…” and “the degree to which…”). The list of product design themes
was gradually refined as more comments were re-analyzed.

To establish a shared understanding of the coding guidelines, the authors collab-
oratively examined the first 50 provided comments and developed coding principles.
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Table 3. Percentage of Technology Products Chosen by Group

Technology Product Category Like Dislike

Smartphone 25.51% 9.26%

Computer 16.16% 8.63%

Gaming Device 10.37% 4.84%

Smart Speaker 8.16% 10.74%

Smart Watch 7.31% 6.32%

Smart TV 5.61% 4.63%

Headphones 4.42% 9.47%

Tablet 4.08% 3.79%

Other 3.06% 6.11%

Fitness Tracker 2.38% 6.32%

Software 2.04% 5.26%

Smart Doorbell 1.87% 1.47%

Home Products 1.70% 3.16%

Security System 1.70% 2.74%

Computer Accessories 1.19% 3.79%

Speaker/Sound System 1.02% 2.95%

Audio Equipment 1.02% 0.42%

Vehicle 0.68% 0.84%

Smart Thermostat 0.51% 0.63%

eReader 0.34% 1.68%

Smart Display 0.34% 1.26%

Smart TV Remote 0.17% 1.05%

Drone 0.17% 0.63%

TV Accessories 0.17% 0.63%

GPS 0.00% 1.05%

Digital Camera 0.00% 0.63%

Music Player 0.00% 0.63%

Office Equipment 0.00% 0.42%

Video Game 0.00% 0.42%

Tool 0.00% 0.21%

Responses were categorized based on one or more of the PTPI subscales and product
design themes or marked as not applicable or not enough information. The subsequent
responses were evenly divided and assigned to two authors to code. Each author inde-
pendently scrutinized every response to determine which PTPI subscale and product
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design theme it aligned with. After coding, the authors discussed their outcomes and
collectively addressed any questions or inconsistencies to arrive at a consensus.

3 Results

3.1 Confirmatory Factor Analysis

To validate the PTPI with a more balanced distribution of technology products people
like and dislike, a CFAwas performed using data fromboth participant groups to evaluate
the suitability of the 5-factor model proposed in a prior study [12].

Missing Data. N/A responses were treated as missing data. In total, 1.88% of the data
was missing. Little’sMCAR test results (χ2 = 3082.485, df = 2137, p < .000) indicated
that the data was not missing completely at random. All variables or scale items (n =
25) and 20.7% of cases, or participants (n = 200) contained at least one missing value.
The percentage of missing values for each variable ranged from 0.19% to 5.08%.

To address the missing data, the expectation maximization method was used. As
the overall missing data and data for each variable was less than 10%, the expectation
maximization method used to replace the data to be consistent with how missing data
was dealt with during the original validation study [12].

Model Fit Assessment. To evaluatemodel fit, themodel and the three fit indexes used in
the original validation process for the PTPI were evaluated. After inputting the data, the
modification indices were examined, and correlations were added to the model between
items with highly correlated errors. This helps to ensure the best model fit and account
for questions with related errors. The model with the same factor structure as in the
original validation study, with revised error correlations is displayed in the Appendix.
The three fit indexes used were the Comparative Fit Index (CFI; [15]), root mean square
error of approximation (RMSEA; [16]), and the Tucker Lewis Index (TLI; [17]). The
results of the model fit assessment are displayed in Table 4, along with the recommended
cutoff values for acceptable fit for each index.

Table 4. Model Fit Statistics (N = 965)

Fit Index Value Recommended Cutoff Values References

χ2 χ2 = 1357.82, df = 257, p < .001 N/A N/A

CFI .95 0.90–0.95 indicates acceptable fit,
> 0.95 indicates good fit

[15, 18]

RMSEA 0.063 [0.06, 0.067] 0.06–0.08 indicates acceptable fit,
< .06 indicates excellent fit

[19, 20]

TLI .942 0.90–0.95 indicates acceptable fit,
> 0.95 indicates good fit

[18]
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3.2 Scale Reliability and Validity Assessment

Following the evaluation of model fit, the scale’s reliability, convergent validity, and
discriminant validitywere assessed [21]. The reliability values for all factors or subscales
are presented in Table 5, and were above the suggested threshold of 0.7, indicating
consistent measurement across all individual scale factors.

To examine construct validity, average variance extracted (AVE) values and maxi-
mum shared variance (MSV) were analyzed. AVE helps determine convergent validity,
and it was observed that one factor (Product Challenges) fell slightly below the suggested
threshold of 0.5 [22].

For MSV, which assesses discriminant validity, the values should be less than AVE
values. The results revealed that the factors of Company Empathy and Personal Connec-
tion had MSV values greater than their corresponding AVE values. The detailed results
of the validity analysis are displayed in Table 5.

Table 5. Reliability, Convergent, and Discriminant Validity Results

CR AVE MSV

Factor 1: Personal Connection 0.897 0.687 0.691

Factor 2: Product Challenges 0.870 0.492 0.469

Factor 3: Confidence in Usage 0.913 0.677 0.469

Factor 4: Meets Expectations 0.954 0.778 0.738

Factor 5: Company Empathy 0.834 0.627 0.738

Note: CR=CompositeReliability,AVE=AverageVarianceExtracted,MSV=MaximumShared
Variance

3.3 Relationship Between Inclusivity and Satisfaction

The relationship between perceptions of inclusivity and satisfaction with the technology
product was investigated using Pearson’s product-moment correlation coefficient. There
was a strong, positive correlation between the two variables, r = .773, n = 965, p <

.001, with high levels of satisfaction with a technology product associated with a high
perception of inclusivity.

3.4 PTPI Subscale Scores

Subscale scores from the PTPI were analyzed to determine if there are differences
between the Like andDislike group. The top technology product categories from theLike
group were Smartphone, Computer, Gaming Device, Smart Speaker, and Smart Watch.
The top technology product categories from the Dislike group were Smart Speakers,
Headphones, Smartphones, Computers, and Smart Watches.

A mixed-design ANOVA was conducted to analyze the mean differences of the
subscale scores between liked and disliked products. The ANOVA revealed that there
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were significant main effects (p < .05) of user satisfaction and subscale category, and
a significant interaction between the two, where the subscales of Personal Connection,
Meets Expectations, and Company Empathy are reduced the most when a participant
does not like the product.

Overall, across all the product categories analyzed,Meets Expectations had the great-
est difference between groups andwas the lowest in theDislike group. Figure 2 illustrates
these subscale differences, where all scores are reduced, but Personal Connection, Com-
pany Empathy, and Meets Expectations are reduced more than Product Challenges and
Confidence in Usage, and Meets Expectations has the greatest reduction in scores when
a product is disliked.

Fig. 1. PTPI Subscale Scores Between Liked and Disliked Smart Speakers

3.5 Qualitative Analysis

Mapping Participant Comments to PTPI Subscales. Respondents evaluating a prod-
uct they dislikedwere presentedwith five open-ended questions that asked them to reflect
on a product that they disliked:

1. “Why do you no longer own this product?”
2. “Why do you no longer use this product?”
3. “Why do you still use this product?”
4. “Why do you dislike this technology product?”
5. “What could improve the product to make your experience better?”

Overall, Meets Expectations was the subscale most comments were mapped to
(67.5%), followed by Company Empathy (13.2%), Product Challenges (10.8%), Confi-
dence in Usage (4.6%), and Personal Connection (3.8%). Table 6 provides mapping fre-
quencies across each survey question for a more comprehensive perspective of subscale
mapping results.
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Looking at the participant comments may show the effect of a subscale being
impacted (Table 7). When asked why they no longer own their product, Meets Expec-
tations had the highest frequency of comments mapped to it, and many participants
shared that their experiences with the product failed to align with their expectations. For
example, desired features either did not function as expected or were not present.

ProductChallengeswas often referencedwhenparticipants no longer used their prod-
uct. Specifically, aversion towards proprietary technological ecosystems (e.g., Apple,
Android) and frustration due to the lack of seamless connectivity between two or more
ecosystems appear to be the two greatest product challenges.However,many participants
continue to use their product because they have a personal connection with it. Responses
emphasized psychosocial factors (e.g., they must use it at work, they received it as a gift,
etc.) and perceived value (e.g., it is expensive, it is the only option they have, etc.) as
reasons for continued usage.

Company Empathy had a large number of comments mapped to it when a participant
was asked why they disliked their product. Participant comments showed that they
dislike their product because of concerns about the company’s trustworthiness and their
commitment to consider the needs of all customers. For example, companies’ ethical
values (specifically surrounding user privacy and collection of personal information)
was questioned. Additionally, some participants preferred products from other brands.

When looking at how Confidence in Usage was referenced when participants were
asked how their product could be improved, many identified that their products can be
improved by making more intuitive interfaces that allows them to feel more confident
during usage. For example, companies can holistically approach product improvement
by better integrating hardware with software and making products less complicated and
easier to set up/use.

Table 6. Mapping of User Comments to PTPI Subscales

PTPI Subscale Ownership Usage (No) Usage (Yes) Dislike Improvement

Meets Expectations 171 453 178 798 378

Company Empathy 40 100 3 107 136

Confidence in Usage 7 31 5 44 50

Personal Connection 12 24 10 33 31

Product Challenges 18 106 10 130 53

Total Mappings 248 714 206 1,112 648

Product Design Themes. When analyzing participant comments, a total of 24 prod-
uct design themes were identified. Table 8 lists each design theme along with its
corresponding definition.

Design Themes Identified by Technology Type. Design themes identified in partici-
pant comments were matched to the top technology product categories from both groups
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Table 7. Example Quotes from Mapping of User Comments to PTPI Subscales

PTPI Subscale Example Quote

Personal Connection “It felt very hostile to own and be part of that economy.” - Participant
reviewing an Apple product, mapped to Personal Connection and
Company Empathy

Product Challenges “The system on the Android drove me crazy. I couldn’t text friends with
iPhones, I had issues with email, just using it was continual frustration.”
- Participant reviewing an Android phone, mapped to Product
Challenges and Meets Expectations

Confidence in Usage “It was too complicated compared to another GPS unit I have. So I sold
it.” - Participant reviewing a TomTom GPS, mapped to Confidence in
Usage

Meets Expectations “It didn’t have as many features as I wanted.” - Participant reviewing a
Fitbit, mapped to Meets Expectations

Company Empathy “Can’t create custom widgets.” - Participant reviewing an iPhone,
mapped to Meets Expectations and Company Empathy

Table 8. Product Design Themes and Definitions

Product Design Theme Definition

Accuracy A product does not provide correct output or response

Aesthetics Comments about how a product looks

Does Not Align with Values Degree to which a product does not matches a user’s personal
values

Lack of Brand Loyalty Users’ inconsistent preference for one brand over others

Discomfort Physical and ergonomic dissatisfaction of a product

Incompatibility The lack of ability of a product to integrate with other devices
or platforms

Inconvenience The degree to which users find it burdensome or troublesome
to use the product

Customer Service Quality of support and assistance for a product

Lack of Customization Users’ inability to personalize a product to their preferences

Difficulty of Use How difficult a product is to operate

Easy to Lose The likelihood of a product being misplaced

Unfamiliarity A product’s misalignment with users’ habits and expectations

Lack of Features A product’s insufficient or limited set of functionalities and
capabilities

(continued)
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Table 8. (continued)

Product Design Theme Definition

Exclusivity Not made for a variety of user groups

Intrusive A product’s impact on user privacy and personal space

Does Not Meet Needs How poorly a product fulfills a user’s requirements

Obsolete Product is outdated or no longer being updated

Performance How a product works (slow, fast, well, poorly, etc.)

Lack of Physical Fit More than uncomfortable, was not made for the person (e.g.,
“doesn’t fit in my ears,” “too small for my hand”)

Privacy Concerns Apprehensions about how a product handles personal data

Quality Quality of a product’s materials and design

Reliability Product is or is not consistent in how it works

Unwanted Promotions Presentation of unsolicited promotional content

Lack of Value Lack of perceived worth and benefit from using a product

(Smartphones, Computers, Smart Speakers, Gaming Devices, SmartWatches and Head-
phones) to determine whether design themes identified differed between technology
product groups. Differences were found when looking at the top design themes ref-
erenced per technology product category. For example, the top theme that participants
disliked for computerswas performance, and the top themeparticipants disliked for head-
phones were discomfort. Table 9 shows the design themes most frequently referenced
by technology category type.

Table 9. Design Theme Most Frequently Referenced by Technology Category Type

Technology Product Category Design Theme Most Referenced Percentage Referenced

Computer Performance 31.55%

Gaming Device Does Not Meet Needs 24.58%

Headphones Discomfort 20.57%

Smart Speaker Privacy Concerns 23.89%

Smart Watch Does Not Meet Needs 28.33%

Smartphone Difficulty of Use 19.21%

Continued Product Usage. Participants were asked why they continued to use a prod-
uct they disliked, and the qualitative comments from that question were analyzed. 10
comment themes were identified that matched 5 or more comments (Table 10). Out of
187 total comments, 129 were matched to a theme, 8 comments were categorized as
“Other” as the themes they belonged to did not have 5 or more comments matching that
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theme, 9 were considered to not have enough information, and 41 were not applicable.
Overall, the top five responses for why a participant continued to use the product were
because they were forced to, due to financial constraints, the product was necessary for
a specific task, it was more convenient to use the product instead of replacing it, and
there were no better alternatives for purchase.

Table 10. Themes Identified in why Participants Continued to Use a Technology Product

Theme and Explanation Comment Example

Forced Usage: The participant was required
to use this device such as for a job or for a task

“It’s the only option for interpreter services in
my hospital.” - Participant reviewing a Stratus
Video Interpreter

Financial Constraints: Could not replace the
device due to financial reasons

“I can’t afford to buy a new TV right now” -
Participant reviewing a TCL Roku TV

No Better Alternatives for Purchase: The
participant did not know of a better product
that could be purchased

“I can’t find a product that will do any better.”
- Participant reviewing a bluetooth waterproof
speaker

Convenience: Participants found it more
convenient to use the product than to search
for and purchase a replacement

“It is occasionally convenient [to use] but I use
it with a much lower frequency” - Participant
reviewing Facebook

Necessity for Specific Tasks: The device was
useful to accomplish a specific task

“I can’t use another controller for the game
console.” - Participant reviewing a Nintendo
Switch joy-con controller

Don’t Own Other Alternatives: The
participant used the product because they
didn’t own an alternative

“[I use it] because it’s all I have right now.” -
Participant reviewing a computer

Partial Utilization: The participant reduced
the usage of the product to certain features

“I mainly just use [the Amazon Alexa] now as
a timer next to the oven.” - Participant
reviewing an Amazon Alexa

Functioned for the Task: The participant
continued to use the product because it still
worked

“[I continue to use it because] it functions as
described.” - Participant reviewing a Wyze
Camera

Already Purchased: The participant
continued to use the product because they had
already purchased it

“I am still trying to give it a chance since I own
it.” - Participant reviewing an Amazon Echo

Gift: The participant had been gifted the
product

“I received it as a gift and feel bad about
returning it.” - Participant reviewing a Google
smartwatch
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4 Discussion

While consumer satisfaction is highly studied and provides valuable insight into pur-
chasing behavior of consumers, it’s equally important to study consumer dissatisfaction
with products. In the same vein, while it is important to understand what makes a con-
sumer feel a sense of inclusion when using a technology product, factors that contribute
to a sense of exclusion are also important to understand.

Previous studies have shown that the PTPI is appropriate for use with products that
consumers generally like. Results from the CFA indicate that the PTPI is also appropriate
for use when measuring consumer perceptions of inclusivity in a more balanced sample
of technology products that users like and dislike.

When mapping participant comments about their reasonings for disliking a tech-
nology product and what can be improved to the subscales they reference, the Meets
Expectations subscale of the PTPI is referenced most often. This is generally because
the Meets Expectations subscale contains the statement items “This product meets my
expectations.”, “This product works well for me.”, and “There is a good fit between
what this product offers me and what I am looking for in this product.”, which are
generally not met when a participant dislikes a technology product. An analysis of the
scores on the PTPI subscales also show that the Meets Expectations subscale scores the
lowest when a technology product is disliked. However, subscale scores also show that
Personal Connection and Company Empathy are notably lower in products that partici-
pants dislike, and this is not reflected in participant comments. For example, when asked
why a participant dislikes a product, they may say “It’s very buggy and rarely works as
expected. It lags terribly and was a pain to set up.” All of these thoughts may map to
the Meets Expectations subscale, but the participant may also indicate that they do not
feel a personal connection to the product, and feel that the company did not consider
their needs when designing the product, when prompted by the items on the PTPI. Thus,
quantitative scores from the PTPI may show additional areas of impact to perceptions of
inclusivitywith technology products that are disliked that participantsmay not reference.

When examining participant comments, insights into what design themes are most
frequently referenced when a consumer dislikes a product provides product designers
more direction into what can be improved about technology products in general to affect
both consumer satisfaction and feelings of inclusivity. The overall design theme most
referenced when a product was disliked was “does not meet needs”, referencing how a
product fails to fulfill a user’s requirements. Since participants chose a wide range of
technology products, this finding indicates what design theme is most frequently refer-
enced when a participant dislikes a technology product in general. When looking at spe-
cific technology product categories, however, the design theme most referenced differs
between technology product categories. For example, the design theme most referenced
for computers was poor performance, while the theme most referenced for headphones
was discomfort. This provides insight into what design themes are most referenced when
a participant dislikes a technology product in a specific category, which may help prod-
uct designers prioritize different design features, depending on what technology product
they are designing.

A thematic analysis of comments about why consumers continue to use products
they dislike show that the most common themes are because they were forced to, due to
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financial constraints, the productwas necessary for a specific task, itwasmore convenient
to use the product instead of replacing it, and there were no better alternatives for
purchase. There is little research on the impact to a company of a consumer continuing
to use a product they dislike, so it is not known what the effects may be. However,
it is possible that continuing to use a product that a consumer dislikes will increase
the negative feelings that a consumer may have about that brand. If the consumer is
able to quickly return a product or does not have to continue using it, it is possible
that the negative feelings may be changed due to being satisfied with the customer
service or return process, or the negative feelings about the brand will be lessened, due
to the experience with the product they dislike being short. Identifying themes of why
consumers continue to use products they dislike may allow consumers to reduce barriers
in some areas, so the consumer can have a better experience or perception of the brand.

In conclusion, this discussion highlights the importance of studying not only con-
sumer satisfaction but also consumer dissatisfaction with products, and the significance
of understanding factors contributing to both inclusion and exclusion in the context
of technology products. This study demonstrates that the PTPI is a valuable tool for
measuring consumer perceptions of inclusivity, even when users dislike a technology
product. It is important to note that the Meets Expectations subscale of the PTPI plays
an important role in assessing inclusivity, as it is frequently referenced when consumers
dislike a product. However, other subscales, such as Personal Connection and Company
Empathy, also impact perceptions of inclusivity, even if not explicitly mentioned by
participants. The thematic analysis of participant comments reveals key design themes
that are consistently referenced when consumers dislike technology products, offer-
ing valuable insights for product designers to enhance both satisfaction and inclusivity.
Additionally, an understudied area is why consumers persist in using disliked products.

5 Future Research

The results of this study show that, when a consumer dislikes a product, comments about
why they dislike that product generally map to the Meets Expectations subscale of the
PTPI. Future research should gather qualitative data from consumers as to why they
like a product, to see if there are any insights to inclusivity, other than that the product
meets their expectations. Future research should also explore what aspects contribute to
an opinion that a product is better than just acceptable, as it is possible that acceptable
products are ones thatmeet consumer expectations, andproducts that consumers consider
to be high quality or great products, may have other factors.

When looking at the difference between scores in liked and disliked products, results
show that Confidence in Usage and Product Challenges had less of a difference in scores
than the other three subscales. Since participant comments did not give insight into this
reason, future research should explore why these subscales are less negatively impacted
than other subscales when participants dislike a product.

This research and previous research conducted did not specify that consumers choose
a product they use for any particular reason, and it is possible that most products were
not products that were essential for a consumer to use. For example, gaming devices
may be used for recreation, and not necessarily for work or health reasons, which may
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be considered more of a necessity. Future research could specify a use case for products,
to see if perceptions of technology product inclusivity change when a product is used
for enjoyment versus out of necessity.

Appendix

Fig. 2. PTPI Scale Model
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Abstract. This study explores how novices of 3D model designing can
use an AR-based 3D model design tool. In the experiment, users used
Microsoft HoloLens2 and Microsoft Mesh App to complete two 3D model
design tasks. In Task 1, participants were given an image of a 3D model
and asked to create the same 3D model; in Task 2, participants were
asked to freely design three 3D furniture models. The participants’ expe-
rience was evaluated using the System Usability Scale and the NASA
Task Load Index. Simultaneously, the task process was videotaped for
later analysis. After task completion, video analysis was performed, and
user actions, gestures, and interface interactions were manually anno-
tated to identify human errors that occurred. Based on the results of the
two questionnaires and video analysis, in this paper, we provide some
insights into challenges and opportunities associated with AR-based 3D
model design applications, particularly for novices. Furthermore, we pro-
posed some design ideas and solutions to help AR-based 3D model appli-
cation designers in the future.

Keywords: 3D model design · Augmented Reality · Video analysis ·
Usability · Implications for design

1 Introduction

“Augmented reality” or “AR” is a modern technique in which virtual objects
are displayed on top of the real world. With AR, users may manipulate virtual
objects within the real world and receive immediate feedback. Among multi-
ple usages, researchers have focused on AR-based 3D model design [4,15] since
the nature of AR provides a more intuitive and immersive design experience.
Especially for novice users, compared to conventional 3D design tools, which
only allow them to observe through 2D displays, they can manipulate and refine
their models directly in the context of the environment, gaining a deeper under-
standing of scale, proportion, and spatial relationships.

However, novices still often encounter challenges in effectively utilizing mod-
ern AR-based 3D model design tools (AR design tools). In addition to system
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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defects and the limitation of specification of current AR devices, there are many
user interface issues that worsen the learning curve, and users may struggle with
the interactions during designing.

Since the ultimate goal is to design a useful AR design tool, in this paper, we
posed the following research questions: 1) do current AR design tools have good
usability? 2) what errors are most often occurred while using such AR design
tools? 3) can such AR design tools be used in varied 3d model design tasks?

To answer the above questions, we conducted an observational experiment
to observe users’ behavior while using an off-the-shelf AR design tool. Question-
naires and detailed video analysis were used to identify common human errors
that affect the usability of current AR design tools. Later, we also provided
guidelines for overcoming these problems while developing a new AR design
tool.

2 Related Work

For 3D model design, although skilled designers can create complex models using
off-the-shelf software such as 3DS Max, it requires a long time for novices to
learn how to use these complicated tools. Therefore, many researchers have paid
attention to creating 3D model design applications using immersive technologies,
such as VR and AR. Related studies can be categorized into two types: 3D
sketching and 3D modeling.

3D sketching is the drawing of lines and shapes in the air; one of the challenges
of 3D sketching tools is their accuracy. Arora et al. indicated that the inaccuracies
are caused by the lack of physical drawing surfaces [2]. One idea to solve this
problem is to allow users to sketch in a 2D platform and project the sketch into
3D spaces. For example, Arora et al. developed SymbiosisSketch, which allows
3D sketching and 2D sketching together, to integrate the accuracy advantages
of 2D sketching into 3D sketching [1]. Many other researchers have also focused
on improving the 2D to 3D projection experience [7,9].

3D modeling is to create polygonal surface models. Research about 3D mod-
eling focused on developing new interaction allowing user to efficiently generate
and manipulate 3D objects. For example, Mendes et al.’s system allowed users
to perform union, intersection, and difference manipulation of multiple 3D mod-
els through gestures [13]. Compared to VR-based 3D modeling, AR-based 3D
modeling is more challenging since the 3D models should seamlessly integrate
with real world. Reipschläger et al. combined AR with 2d displays; users can
first design prototypes of 3D models through the 2d display and generate 3D
models with Microsoft Hololens [15].

Although many previous studies on the design of VR/AR 3D models have
developed new interactive functions for users to achieve a variety of manipula-
tions, many of them have limited usability. In addition, for the usability of AR
design tools, it is necessary not only to consider the interactive functions, but
also to evaluate all other aspects, such as UI design and human error caused
by hardware defects. Therefore, in this paper, we conducted a user study to
comprehensively investigate all types of issues that occur in an AR design tool.
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3 Experiment

An observational study was conducted to explore the problem in AR design
tools. The participants had to complete two 3D design tasks using an AR design
tool. Their behavior was recorded, and perceived usability and workload were
assessed through questionnaires.

3.1 Apparatus and Materials

In this experiment, Microsoft HoloLens2 was used as the AR device. The
Microsoft HoloLens 2 is a standalone holographic computer, and as an opti-
cal see-through AR device, it has fewer 3D sickness problems. In this study,
among the applications available on hololens2, Microsoft Mesh App (Preview)
was selected as the AR design tool.

This experiment included two tasks. Task 1 is a visualization task, and Task
2 is a creation task. Visualization and creation are two valuable functions that
augmented reality may contribute in 3D model prototyping [8]. Visualization
using AR supports designers to investigate complex elements of a design effec-
tively. Thus, we included it in our tasks to examine whether users can create
a 3D model from a 2D image. Creation is a process in which people creatively
design models, and as we explained in Sect. 1, the three dimensions of AR allow
people to design in a more trivial way. Thus, we also included it in our tasks.

3.2 Experimental Procedure

Seven male and three female students from the Japan Advanced Institute of Sci-
ence and Technology were recruited to participate in this experiment. Their aver-
age age were 30.5 years old (SD = 7.06). All participants completed an informed
consent form and agreed that their data, including video and audio, could be
used for academic publication.

For each participant, a one-hour-long individual experiment was carried out.
Initially, the participants first received a brief (15-min) explanation of the experi-
ment from a experimenter along with slides, which covered using HoloLens 2 and
an overview of the capabilities of the Microsoft Mesh App (only those functions
required for this experiment (Fig. 1). In the next step, each participant was free
to practice and get familiar with the operation and functions for a maximum of
30 min at the discretion of the participant. After the practice, the experiment
with two tasks started.

In Task 1, a castle picture was presented to the participant (Fig. 2). The par-
ticipant had to create a 3D castle model by using the functions in the software,
and the model’s shape, color, and the decorative brush all had to match the sam-
ple. Task 1 had a 15-min time limit for participants to finish (the experiment was
terminated when time was up). Following a 5-min break, participants completed
two questionnaires (detail is shown in Sect. 3.3) based on their opinions about
Task 1.
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Fig. 1. The main functions in the Microsoft Mesh App used in this experiment

Fig. 2. Content of task1

In Task 2, participants were asked to build three pieces of furniture (a chair, a
table, and a bookshelf) in 20 min, using three or more 3D objects and one brush
for each piece (Fig. 3). The color and shape of the models were left up to the
participants. After Task 2, participants completed the same two questionnaires
about their perceptions.

After the two tasks, a participant interview was be held and documented in
accordance with the findings of the two tests as a whole.
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Fig. 3. Content of task2 and the example of completed models

3.3 Analysis Methods

The System Usability Scale (SUS) was used to analyze the usability of the AR
design tools. SUS was first released in 1996 [3], and it contains a total of 10 items,
of which 5 are positive items and 5 of which are negative items. Lewis and Sauro
have examined that it has a high-reliability rating (0.92), and it contains two
factors: eight of the items were labeled as “Usable” while the other two were
classified as “Learnable” [10].

SUS can be used to compare the usability of different systems, and it can
also be used to rate a system with a single score on a scale of 0–100. Lewis and
Sauro created a scale of 11 from F (51.7) to A+ (¿84.1) by combining the SUS
correlation tests [10].

Fig. 4. Using ELAN to annotate the video files
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The NASA Task Load Index (NASA-TLX) was used to measure participants’
perceived workload. As a well-known questionnaire [6], the NASA-TLX measures
six dimensions: mental, physical, temporal, performance, effort, and frustration.
The participants first rated the six dimensions on a scale of 0–100, and they
made a paired comparison of which of the dimensions played a greater role in
workload. The weight of the dimension and the dimension score were multiplied
to obtain the final workload score.

We used the HoloLens2 to record the screen continuously throughout the
experiment, and we used the phone to capture the participants’ movements in
real-time. After the experiments, the video files from this experiment were inte-
grated into a video analysis tool, ELAN (Fig. 4). Each operation was segmented
(e.g., select the star model, adjust the color, draw the brush, etc.), and for each
human error that occurred, the error and resolution methods were annotated.

4 Result

4.1 Completion of Task

Regarding the overall completion of this experiment, it can be roughly divided
into three categories: completed, not completed, and basically completed but
with some flaws (Table 1). The results indicated that half of the novice partici-
pants were not able to finish Task 2.

Table 1. Completion of Task 1 & 2; * indicates that the task was basically completed
but with some flaws (e.g., wrong choice of brush type or deviation in the choice of color
in task1).

Participant Task 1 Task 2

1 Finished* Timeout

2 Finished* Finished*

3 Finished Timeout

4 Finished* Finished

5 Timeout Timeout

6 Finished Finished

7 Finished Timeout

8 Timeout Timeout

9 Finished Finished*

10 Finished* Finished
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4.2 Usability and Workload

The results of the two questionnaires were first counted and examined. The
participants rated the usability of the system in Task 1 and Task 2 with a
combined score of 58.5 and 52.25 (Table 2). Based on Lewis and Sauro’s rating
scale, both ratings were D’s, exceeding 15–34% of the products. It indicated that
the system has a low usability for both training and creating usage.

One sample t-tests were applied to examine whether the item score was lower
than the average score. Since 68 is the center of the curved grading scale [11],
we compared whether the item score was lower than 3.4 for positive items and
higher than 2.6 for negative items. The result showed for Item 4, 6, and 8, the
scores were significantly lower than average. Among those, the low score of item
4 indicated that perceived consistency was low [11].

Table 2. Result of SUS. Even items are negative items. For each column, the first
number represents the number of participants in Task 1; the second number represents
the number of participants in Task2.

1 2 3 4 5 Avg. Test

1: I think that I would like to use this
system frequently.

0/0 2/0 3/4 3/4 2/2 3.5/3.8 t(19) = 1.79; p = .12

2: I found the system unnecessarily
complex.

1/0 4/4 5/3 0/2 0/1 2.4/3.0 t(19) = 0.48; p = .32

3: I thought the system was easy to use. 0/0 2/2 5/4 1/4 2/0 3.3/3.2 t(19) = 0.74; p = .24

4: I think that I would need the support
of a technical person to be able to use
this system.

1/0 3/3 1/2 3/3 2/2 3.2/3.4 t(19) = 2.48; p = .01

5: I found the various functions in this
system were well integrated.

0/1 1/0 2/3 4/5 3/1 3.9/3.5 t(19) = 1.3; p = .10

6: I thought there was too much
inconsistency in this system.

1/0 2/0 1/5 6/3 0/2 3.2/3.7 t(19) = 3.81; p¡.001

7: I would imagine that most people
would learn to use this system very
quickly.

0/1 2/2 3/1 1/3 4/3 3.7/3.5 t(19) = 0.68; p = .25

8: I found the system very cumbersome to
use.

0/0 2/2 5/3 3/4 0/1 3.1/3.4 t(19) = 3.42; p = .001

9: I felt very confident using the system. 0/1 3/0 2/4 2/4 3/1 3.5/3.4 t(19) = 0.20; p = .47

10: I needed to learn many things before I
could get going with this system.

1/0 4/4 3/2 2/4 3/0 2.6/3.3 t(19) = 0.94; p = .18

For the result of the NASA-TLX, the average total workload score for Task
1 is 56.97, and the average total workload score for Task 2 is 59.9. There was
no significant difference between the two tasks. Based on the meta-analysis of
the NASA-TLX [5], the workload of the two tasks was higher than 75% of the
cognitive tasks (54.66%). It indicated that the participants were subjected to a
high workload when using this system.
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4.3 Video Analysis

We categorized the operations and analyzed the problems encountered by the
participants based on the video data recorded during the experiment. In this
experiment, the regular operations include clicking buttons or selecting models,
selecting buttons or models for dragging, adjusting the position or size of models,
opening and hiding menus, deleting models, etc. The errors were categorized into
15 types and shown in Table 3, and the errors were categorized into two types:
System (errors caused by system defects) and UI (errors caused by unfamiliarity
or misuse of the system).

Table 3. Classification of errors and their occurrences

Type of Error Total Number Task 1 Task 2 Cause

Operation failure 472 224 248 System/UI

Miscreated objects/brush marks 187 72 115 UI

Misselection 173 92 81 System/UI

Accidentally deleted objects 15 7 8 UI

Unrelated menu changed/appeared 15 3 12 System/UI

Failed to click any button 9 0 9 System

Color changed Accidentally 3 3 0 System

Failed to move/delete unwanted objects 3 0 3 System/UI

Brush disconnected 3 3 0 System

Mini menu disappears 2 0 2 System

Objects disappeared 2 0 2 System

App crashes 1 1 0 System

Automatic refresh of the interface 1 1 0 System

Unwanted objects appeared 1 0 1 System

Low battery status 1 0 1 System

Among the errors counted in Table 3, most of the errors happened due to the
UI. The three common mistakes are operation failure, miscreated objects/brush
marks, and misselection. These three mistakes were frequent and occurred on
every participant’s task. Combined with the operations, the three most frequent
errors mainly occurred in the following operations.

– Interaction with buttons in the mini menu
– Altering the model’s dimensions and orientation
– Interaction with the color palette’s adjustment buttons
– Creating and putting together the 3D models
– Drawing on the 3D model with brushes

The three major types of error were further analyzed together to discover
the causes, and it is summarized as follows.
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Operation Failure. Operation failure is an umbrella situation in which par-
ticipants correctly performed the gestures (e.g., air-tap to click a button on the
menu or drag an object) but did not receive correct feedback or the operation did
not proceed. It is the most frequent error, which occurred 23.6 times for each
task. This happened due to three reasons: slow or failed calibration, gesture
interference, and unclear operation status.

Slow or Failed Calibration. The extensive computation of spatial information
required by AR devices has given rise to a notable issue of real-time calibra-
tion. When participants moved their fingers across the interaction interface to
perform actions, there was a significant likelihood that the cursor may exhibit a
slow reversion. For instance, during task 1, participant 2 encountered difficulties
adjusting the color by moving the button on the palette. Although their fin-
gers were aligned with the button, the selection did not work until their fingers
had been recognized by the AR device. Another important finding is that the
computation time depended on the environment. When the participants moved
against a background, such as a wall or floor, it resulted in an improvement in
the operation recognition rate. On the other hand, the error increased when the
participants faced excessive background clutter.

Gesture Interference. Gesture interference occurred due to the design of
HoloLens2 interaction methods. HoloLens2 allowed users to use gestures to per-
form multiple operations. However, the gestures are too general, and the same
gesture corresponds to a wide range of functions. For example, when the partic-
ipants raised their palm to move the 3D objects with the palm up or open the
mini-menu, the start menu was unintentionally opened instead (Fig. 5), which
even led to a certain chance that the participant accidentally closed the software.
This suggests that the current interaction design is not in line with the user’s
usage habits and requires a process of adaptation.

Unclear Operation Status. Because the design involved many operations and
required multiple gestures, and the objects and menu were spatially distributed,
the participant was often confused about the current state, such as not knowing
whether a prior operation had been performed or not. This is due to the lack
of visual feedback or textual support. Especially when multiple objects were
stacked, the lack of feedback made the participant confused about which one
was selected. Even with audio feedback turned on, there is still a chance that
the user was unsure whether they had selected a model, clicked a button, etc.

Miscreated Objects/Brush Marks. During the tasks, participants often cre-
ated many objects and brush marks unintentionally, and they spent much time
removing those objects.

Narrow Field of View. Another reason that the participants created extra
objects is because the field of view of the HoloLens2 is narrow. During design-
ing, the participants had difficulty observing all objects at the same time. The
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Fig. 5. The start menu appeared when opening the mini menu (participant 8)

narrow field of view required participants to turn their heads to see the entire
scene. In addition, it was hard for the participants to remember whether any
object was created or not. Therefore, the participants often repeatedly created
the same objects (Fig. 6). This problem not only increased the time of that oper-
ation itself but also sometimes affected other operations. That is, the reductant
objects often occluded other objects and made the participants recreate those
objects, too. Consequently, adjustments to the spatial arrangement are neces-
sary to accommodate the limitations of the visual area and enhance the overall
user experience.

Fatigue-Induced Incorrect Gestures. Fatigue is another cause that increases the
miscreated objects/brush marks. Based on the video analysis, after performing
air-tap gestures to click buttons several times, it is observed that the participants’
gestures slowed down, and the angle of the finger lift gradually became smaller
or bent. Since the air-tap gesture was only recognized when the participants
tapped and retracted their index fingers in a short period, the slow or incomplete
gestures made it impossible for the system to recognize the gestures. For example,
participant 8 did not lift his index finger after performing the air-tap, and the
system recognized his gesture as a long press instead of a click. This fatigue-
induced incorrect gesture would further increase the fatigue when repeating the
operations.

Misselection. Misselection is another important error in that the participants
failed to select the objects or functions they wanted. Misselection happened
mainly due to the following causes: slow rendering and poor user interface layout.
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Fig. 6. Due to the narrow field of view, Participant 10 did not realize that objects have
been already created and created reductant objects

Slow Rendering. During the design process, participants moved back and forth,
and the heavy computation caused the Hololens to not render all objects at the
same time. Therefore, participants tended to select an object that they saw, but
when they actually selected it, the selection switched to another object that was
rendered slower but physically in front of the former object.

Poor User Interface Layout. Another cause is due to the combination of cursor
drifting and user interface layout design. The HoloLens2 cursor was controlled by
head movement, and when there was a small movement of the head, the cursor
would jump significantly. In addition, the buttons in the menu panel were too
close to each other; for instance, the color palette buttons and the color block
for adjusting color brightness in the Microsoft Mesh App were too close to each
other, and the cursor easily moved out of the original option range and jump to
the adjacent option (Fig. 7).

Furthermore, other occasional but significant errors occurred during the
experiments. For example, participant 1 encountered an application flashback
that caused the menu to disappear. Participant 7 experienced a scenario where
the menu became non-interactive and required a restart. In addition, participant
9 experienced a computational slowdown due to a drop in the device’s battery
level during the experiment. These sporadic issues had a noticeable impact on
the participants’ interactions and highlighted the need for system optimization
and stability.
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Fig. 7. When the color palette button is selected to adjust the color, the color shade
is mistakenly clicked (participant 1)

5 Discussion

5.1 Summary of the Experiment

AR design tools bring users a new mode of human-computer interaction, but in
the current experiment, the low usability and high perceived workload suggested
that it may still contain many problems. The results also indicated that the
participants made various errors in performing both the visualization task and
the creation task. The high error rate seriously affected the user experience. In
the interview, the participants also pointed out that although it is enjoyful to
use AR design tool to design, the low usability made them feel tired.

In Sect. 4.3, we have listed up to seven types of causes inducing three main
errors. Three of them are mainly related to the system defects: slow or failed
calibration, slow rendering, and narrow field of view; four of them are mainly
related to the user interface: gesture interference, unclear operation status, poor
user interface layout, and fatigue-induced incorrect gestures. The main errors
contributed to 93% of the defects, so it is important to find solutions to reduce
their causes.

5.2 Design Implications

Based on the experiment’s results, we offered some design concepts and directions
that might address these difficulties.
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Continuous Feedback. AR devices often have the drawback of heavy compu-
tation, so to compensate for the long computation time, it is critical to provide
useful feedback in any interactive interface as one of the seven fundamental
design principles proposed by Don Norman [14]. AR design tools should con-
tinuously provide immediate feedback on how the user is interacting with the
system so that the user can understand his or her ability to control the system. If
users don’t receive immediate feedback, they will assume that the system didn’t
understand their input and repeat it, which will hinder the progress of the exper-
iment and the completion of the task. Continuous feedback can improve errors
caused by “slow calibration”, “slow rendering”, and “unclear operation status”.
In future system design, it is recommended to use rich effects to provide timely
and effective real-time feedback to users.

Input Visualization and Tolerance. Natural inputs, such as gestures or
head movements, have the disadvantage of limited precision, so it is important
for the user to be able to determine whether the input was successful or not.
Otherwise, it is easy for the user to lose patience with the operation if there is no
visible change after the input. For example, the AR design tool should inform the
user of the recognized gesture and its operation with visual or audio feedback.
Visualizing the input may improve the “gesture interference” that occurred in
this experiment.

In addition, the user interface design should consider fault tolerance of nat-
ural inputs. In this experiment, the participant’s head movement often caused
the cursor to drift, which resulted in the wrong selection of objects. To resolve
such a problem, both user studies and ergonomics theory, such as Fitts’s law,
should be taken into consideration [12].

Multimodal Feedback. In this experiment, the gestures were recognized by
visual (highlighting when the cursor reaches the target) or auditory (sound effect
when the click or grasp is successful) effects. However, there were cases in which
the participants failed to receive the feedback because the visual feedback was
blocked by other objects. Thus, it is necessary to include multimodal feedback,
such as vibration + visual or visual + auditory, in future design.

One-to-One Correspondence of Input and Operation. For HoloLens2 and
the Microsoft Mesh App, the same input may trigger two different operations.
For instance, when the participants called up the mini menu, their palms were
opened, which was also recognized as a process from gathering to scattering and
vice versa. Such one-to-many correspondence may harm the learning curve and
should be avoided. This design concept may improve the “gesture interference”.

Reduce Fatigue. Muscle fatigue easily accumulates when a user has to main-
tain a raised arm posture throughout the process. Fatigue not only affects the
accuracy of gesture recognition, but in the interviews, participants reported that
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the single and repetitive gestures put much strain on their dominant hand,
which led to an increase in irritation. Therefore, to reduce the need for repetitive
actions, it is necessary to consider the amount of gesture input and try to add
different gesture operations to reduce fatigue.

Simplify Process. When utilizing HoloLens2, engaging with the target involves
two operations: initial interaction through eye tracking, followed by issuing com-
mands through gesture interaction. This two-step process, compared to the con-
ventional touch control mode of a two-dimensional interface, can occasionally
result in a higher number of operations, potentially impacting user experiences
and also increasing the error rate.

Thus, it is essential to reduce the operational steps required. In this experi-
ment, for instance, when attempting to access the operation menu of a single 3D
object, the user had to first select the object and then double-click on it. This
operation proved to have a high error rate and low success likelihood. A more
user-friendly approach would be to consolidate the functionality of fixed items
into a common menu interface, allowing users to click and select them directly.
Such a modification would simplify the process, decrease the frequency of user
actions, and consequently reduce the error rate.

Gentle Variation. The rapid presence or removal of an object from the user’s
visual field annoys them. Because most users are sensitive to acceleration objects
in space (including angular acceleration and displacement acceleration), it is
preferable to move in or out of the plane direction as much as possible while
developing the animation of object changes rather than performing the action
on the Z-axis.

6 Conclusion

Computer scientists and information scientists have paid much attention to AR-
based 3D model design tools. Nowadays, researchers in design fields have also
started to explore the possibility of integrating such tools into the design pro-
cess. Hence, the development of a practical AR-based 3D model design tool is
essential.

For this, this paper focused on novice users and carried out an observational
study to explore potential user interface issues that appear in the Microsoft Mesh
App, an off-the-shelf AR design tool. A combination of objective video analysis
and subjective surveys and interviews indicated the current AR design tool still
requires much improvement. We also provided several design concepts for future
developers to design a better AR design tool.

In this study, we only focused on HoloLens2 and Microsoft Mesh App; how-
ever, we believe that most of these issues can be seen in many AR design tools,
and it is necessary to take into consideration even AR devices with better spec-
ification are carried out.
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Abstract. Intelligent robots that are intended to engage with people in
real life must be able to adjust to the varying tastes of their users. Robots
can be taught personalized behaviors through human-robot collaboration
without the need for a laborious, hand-crafted reward function. Instead,
robots can learn rewards based on human styles between two robot move-
ments that are called style-based reinforcement learning (SRL). However,
existing SRL algorithms suffer from low exploration in the reward and
state spaces, low feedback efficiency, and poor performance in compli-
cated interactive tasks. We incorporate past information of the activ-
ity into SRL in order to enhance its result. In particular, we separate
the activity in human-robot collaboration from the style. We employ an
imprecise task reward based on task priori to guide robots in perform-
ing more efficient task exploration. Next, the robot’s policy is optimized
using a learned reward from SRL to better match human styles. Addi-
tionally, reward shaping allows for the organic fusion of these two compo-
nents. The outcomes of the experiment demonstrate that our approach
is a workable and efficient means of achieving customized human-robot
collaboration.

Keywords: Human-Robot Collaboration · Task Decoupling
Personalization · Reinforcement Learning

1 Introduction

The possibility of achieving human-robot symbiosis lies at the frontiers of arti-
ficial intelligence and robotics. Robots are designed to help people live safer,
easier lives, and become more independent in a variety of ways in human social
situations [15]. In order to accomplish this aim, robots are being designed with
the ability to comprehend and communicate with people in extended, real-world
contexts. This presents a number of difficulties for learning from and respecting
human uniqueness. Every person has a different nonlinear movement for learn-
ing, growth, and care. For robots to adjust to various users, they need to have
individualized talents.
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A solution to tailored human-robot collaboration is provided by interactive
machine learning [5]. Among the representative interactive machine learning
techniques is reinforcement learning (RL). Deep reinforcement learning (DRL),
which makes use of deep learning’s high-capacity function approximation capa-
bility, has been used in a variety of difficult domains, including robots and games
like Go and Atari [9,16]. Still, the effectiveness of these strategies relies on care-
fully designed incentive structures. Sadly, a lot of activities have unclear, complex
goals. An inaccurate reward function might result in reward hacking, when an
agent maximizes the given reward without completing the original activity. Even
worse, in human-robot collaboration, user styles are unpredictable.

SRL eliminates the need for hand-crafted rewards and relies on learning
directly from the behavior of the system, making it a powerful data-driven app-
roach to sequential decision-making and learning a reward function from external
feedback, allowing it to adapt to changes in the environment [4,26–28]. Rather
than optimizing long-term custom rewards, the agent learns the desired approach
that aligns with human styles based on qualitative input, typically represented
as human styles between two robot paths. One of the basic methods of SRL
[4] helps robots learn tasks from human input. It learns a reward function that
rewards the robot for taking steps that will lead to a successful outcome, and
then optimizes it by adjusting the robot’s behavior accordingly. This technique
has been expanded to off-policy RL to increase for sampling effectiveness [13].
However because these SRL methods try to use human feedback for optimizing
a reward function, they are incredibly inefficient. Obtaining good state space
coverage by haphazard search directed by human styles is challenging. There-
fore, utilizing SRL alone to optimize a robot to do intricate activities as well as
adhere to human styles is impractical.

While human styles cannot be predicted in human-robot collaboration, it is
useful to have some previous information about interactive activity. For instance,
it’s unclear how much power a robot should apply while shaking hands with a
person, but we do know how to push the robot to do it. Motivated by this dis-
covery, we develop individualized human-robot collaboration by integrating the
activity-prior information into the SRL. In particular, we separate the activ-
ity in human-robot collaboration from the style. We use a rough reward func-
tion that we inferred from the activity information in order to guide the robot
through more efficient activity exploration. The robot strategy is then optimized
to match human styles using a trained reward function from SRL. Our tests show
that on a challenging human-robot collaboration activity, the suggested strategy
greatly outperforms SRL techniques [13]. Furthermore, the suggested approach
is more resistant to illogical human input. This paper’s primary contributions
are twofold:

1. The performance of SRL is enhanced by utilizing the activity from style and
integrating the activity’s past information.

2. Sufficient experimental findings demonstrate the effectiveness of the suggested
approach as a tailored human-robot collaboration solution.
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This is how the remainder of the paper is structured. In Sect. 3, we method-
ically provide the suggested approach after a discussion of the relevant work in
Sect. 2. The tests involving human-robot collaboration are carried out in Sect.
4, and the outcomes show that the suggested approach is successful. Section 5
provides conclusions.

2 Related Work

2.1 Personalized Human-Robot Collaboration

The way that various people respond to the same robot activity shows how
humans are individualized. Robots should be able to process each person’s unique
information in order to meet their individualized demands. A current dynamic
model of the environment may include unique information that allows us to
create an ideal robot policy. For instance, using optimization, customized coop-
erative plans were put into place for robot-assisted dressing [11]. Taking into
account individualized machine learning approaches, we may apply multitask
learning strategies [24] or cluster users based on their attributes, training a differ-
ent machine learning model for each cluster [21]. These techniques do, however,
need an in-depth understanding of the relevant topic. Recently, reinforcement
learning (RL) has demonstrated its promise for individualized human-robot col-
laboration. It has been applied to learn personalized proxemics by optimizing
the parameters of the collaboration model [20], as well as to assist robots in
choosing the right action to make tea [17]. In individual styles, each person’s
distinct information is reflected in the reward function for robots. The secret to
this method’s effectiveness is a carefully thought-out reward function design. To
maximize individualized exoskeleton gait, human paired styles were utilized as
a source of learning instead of a hand-crafted incentive [25,26].

Fig. 1. This figure shows an example of our approach. The robot adjusts its collabo-
ration strategy to suit human tastes by adding the optimized mean reward, R̂φ mean,
and the imprecise activity reward, R̂activity.
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2.2 Human Feedback

Human pairwise style feedback has been effectively used in a number of works to
train agents [7,27]. One of the possible approaches is to learn a reward function
from input from humans and then optimize it [1]. Using contemporary deep
learning techniques, SRL was extended from this fundamental strategy to more
complicated domains, such as robotics activities in MuJoCo and Atari games [4].
The primary issues with SRL are low sample efficiency and feedback efficiency as
real-world human feedback is highly costly. Through unsupervised pre-training
and relabeling past experience, an off-policy SRL method was recently presented
to increase sample efficiency and feedback efficiency [13]. Furthermore, it has
been demonstrated that integrating paired styles with expert demonstrations
may effectively boost SRL’s effectiveness [10,18]. By taking into account the
reward function’s ambiguity, an effective exploration strategy was put forth [14].
A style predictor was trained to produce pseudo style labels in a number of
studies that reduced the requirement for human feedback without compromising
performance [3,19,29].

3 Methodology

An agent that interacts with its surroundings can learn under the paradigm
of reinforcement learning [23]. The policy ρ (ατ | sτ ) is then used to deter-
mine the action ατ that the agent will take, which is then updated state sτ

in accordance with the agent’s observations. Within the traditional reinforce-
ment learning paradigm, the agent aims to maximize the discounted return
Dτ =

∑T
m=0 λmR(sτ+m, ατ+m), where the environment provides a numerical

reward R(ατ ,Sτ ).
But with human-robot contact, human styles are unpredictable, thus

there won’t be any manually created effective rewards. Therefore, we look
at SRL, which substitutes the styles between two robot behavior activities
for the numerical reward [28]. Formally, a series of observations and actions
{(sm, αm) , (sm+1, αm+1) , . . . , (sm+n, αm+n)} constitutes a behavior segment Ω.
When a human and a robot communicate, the robot must first execute a activ-
ity in order to assist the person before receiving input on the human’s styles. In
this study, we suggest employing the whole behavior movement (Eq. 1) to probe
human styles instead of using a brief behavior segment Ω. The human demon-
strates which movement is selected (i.e., y =

(
t0 > t1

)
or

(
t1 > t0

))
, that the

two movements are equally selected y =
(
t0 = t1

)
or that the two movements

are unmatched. The robot exhibits two behavior movements
(
t0, t1

)
to interact

with Human. Every style feedback is kept as a triple
(
t0, t1, y

)
in dataset F. SRL

uses human style feedback to develop a reward function, overcoming the lack
of a numerical payoff. Subsequently, the robot is guided to maximize the policy
using the learnt reward function [4,10,13,14,19,28].

τ = {(s1, α1) , (s2, α2) , . . . , (sT , αT )} (1)
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Deep neural networks parametrize both the policy ρθ and the reward function
R̂φ. Three procedures are used to update these networks:

– Phase 1: Using supervised learning, the reward function R̂φ is tuned to match
the style feedback that is provided by people.

– Phase 2: The policy ρθ engages with the surroundings to gather a collection
of movements

{
t0, t1, . . . , ti

}
. It is then modified using traditional reinforce-

ment learning techniques to maximize the total learned reward R̂φ.
– Phase 3: From the gathered movement dataset, the robot chooses pairs of

movements
(
ti, tj

)
and executes them to inquire about human styles.

Style-Based Reward Learning: It seems to sense that the movements
exhibiting more appealing behaviors would receive greater total rewards. This
requirement must be met by the learned incentive function. A pair of movements’
style predictor is modeled as Eq. 2, in accordance with the Bradley-Terry model
[2], using the learned reward function R̂φ as the basis. ατ ,Sτ

πφ

[
ti > tj

]
=

exp
∑T

τ=0 R̂φ

(
siτ , αi

τ

)

∑
m∈{i,j} exp

∑T
τ=0 R̂φ (smτ , αm

τ )
(2)

where the occurrence that the movement ti is better than the movement tj

is indicated by the notation ti > tj . By converting the problem to a binary
classification, SRL methods simplify the optimization of the reward function in
order to match style predictor with style feedback from humans. In particular,
the following cross-entropy loss is minimized by updating the reward function
R̂φ, which is parametrized by φ:

	R = − ε
(ti,tj ,y)∼F

[
I
{
y =

(
ti > tj

)}
log πφ

[
ti > tj

]

+I
{
y =

(
tj > ti

)}
log πφ

[
tj > ti

]] (3)

where F denotes the dataset of style feedback.

Policy: After optimizing the reward function R̂φ based on human styles, a
traditional reinforcement learning issue remains. Most RL algorithms that are
currently in use can be used to teach robots. On-policy methods [22] as well as
off-policy methods [8] are the two groups into which RL methods fall, based on
whether the behavior policy and the target policy match. All that is required for
on-policy methods is to substitute the learned reward function R̂φ that utilized
the hand-crafted reward function [4]. On the other hand, off-policy algorithms
will not benefit from this approach. We adjust the reward function R̂φ through-
out training, so there’s a chance that it’s not stationary. The previously learned
reward function is applied to past events stored in the replay buffer in off-policy
algorithms. Consequently, off off-policy methods’ learning process will be unsta-
ble. While the reward function R̂φ is changed, we may relabel the entirety of the
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robot’s experience to address this problem [13]. Through the reuse of prior expe-
riences, off-policy algorithms achieve greater sample efficiency than on-policy
algorithms. In this study, we build our tests on two on-policy as well as off-
policy methods to more thoroughly verify our strategy.

Queries: SRL aims to use the least amount of style input while training an
agent to exhibit actions that a human would find desirable. All historical move-
ments are saved in annotation buffer β throughout training, and at every feed-
back session, the robot should provide Nquery pairs of movements to inquire
about human styles. How should the robot approach queries to lighten the
load on humans? The simplest approach is uniform sampling, which involves
selecting uniformly and randomly from Nquery pairs of movements as well as
buffer β. However, in complicated domains, uniform sampling is insufficiently
efficient. An efficient query technique to elicit styles in order to optimize the
amount of information collected is ensemble-based sampling [4,12,13]. Also,
we choose queries using the ensemble-based sampling approach. The reward
functions are train as ensemble (q reward function

{
R̂φ1 , R̂φ2 , . . . , R̂φq

}
), using

replacement sampling of |F | triples from style feedback dataset F . As the
ensemble outcome, we use their average to facilitate policy optimization. In
order to choose queries, the initial batch of Ninit pairs of movements Ginit
is created by the robot uniformly randomly based on the buffer β. Next, it
predicts styles

{
πφ1

[
ti > tj

]
, . . . , πφq

[
ti > tj

]}
from each pair

(
ti, tj

)
using

every reward predictor in our ensemble. Ultimately, Nquery (Nquery � Ninit) of
movements are chosen to query human styles, meaning that the predictions
for these pairs have the maximum variance according to ensemble items (Var{
πφ1

[
ti > tj

]
, . . . , πφq

[
ti > tj

]}
).

3.1 Decoupling Activity from Style

In general, numerical incentives provide more information than binary-style feed-
back. As a result, traditional RL algorithms with numerical rewards are more
efficient than SRL algorithms. Long-term human-robot contact presents a dif-
ficult challenge: assigning credit to the reward function. Moreover, SRL finds
it challenging to achieve adequate space of the state as well as action coverage
by probe randomly, particularly in high-dimensional human-robot collaboration
challenges. We integrate activity-prior information into SRL to enhance its per-
formance in human-robot collaboration. Our approach’s main concept is to sepa-
rate the activity from the user’s desire while interacting with a robot. In order to
convey the desired activity behavior, we create a rudimentary reward function,
which is then utilized to provide the robot instructions on how to explore activ-
ities more successfully. The learned reward function helps the robot understand
how its actions result in rewards and consequences. By optimizing the robot
strategy, it is able to reduce the search space and find the most optimal strategy
that matches the human style. In particular, this paper uses reward shaping to
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integrate the specified imprecise activity reward into style-based. Figure 1 depicts
our method’s structure.

Activity and Style Hypotheses for Collaboration: In tailored human-
robot collaboration, the robot must not only successfully engage in dynamic
interaction with humans but also devise a tailored approach to match human
styles. For instance, when completing a handshake assignment, a robot must
choose how much force to use in addition to physically shaking hands with a
person. These two objectives are referred to as the task goal and the style goal
in this study. Moreover, in the actual world, the activity objective and the style
goal are frequently combined. The robot should use SRL to acquire individualized
abilities through human collaboration in order to fulfill the preferred objective.
Because human styles are unpredictable, traditional reinforcement learning tech-
niques are not relevant. SRL finds it challenging to teach a robot to accomplish
both objectives at the same time, nevertheless. Human styles are unpredictable,
but we can learn some background information about the work beforehand. For
instance, in a handshake challenge, the robot’s hand should approach a human
hand closely. Motivated by this, in human-robot collaboration, we separate the
activity from style. To convey the desired activity behavior, we create a rough
reward function, R̂activity, based on the prior information about the activity. To
sum up, our approach is predicated on these two conjectures:

1. Style hypothesis: since human styles are unpredictable, robots should interact
with people to acquire individualized abilities.

2. Activity hypothesis: Given some previous information about the activity, we
may build a rough reward function, R̂activity, based on that information.

Activity Priori-Decoupled SRL: After optimizing the reward functions{
R̂φl

}q

l=1
based on human styles, SRL often uses standard RL algorithms to

train the robot, with guidance from the mean reward function that it has learned.

R̂φmean =
1
q

q∑

l=1

R̂φl
(4)

SRL integrates past activity knowledge by learning the mean reward R̂φmean

and the specified imprecise activity reward R̂activity, then trains a policy of the
robot to maximize the below equation:

Rtrain (Sτ , ατ ) = R̂φmean (Sτ , ατ ) + γτ R̂activity (Sτ , ατ ) , (5)

where the balance between the activity as well as the style goal at the timestep
τ during training may be found using the activity reward rate, γτ � 0. The
R̂activity is imperfect and should only be considered an estimate of the activity
reward that is determined by ground truth. Therefore, if γτ stays high for the
whole training session, the activity incentive that was provided might skew the
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preferred approach. We utilize a reward rate that drops throughout the training
period to prevent this scenario:

γτ =
T − t

T
γ0 (6)

where γ0, the starting activity reward rate, is likewise a hyperparameter in this
study, and T is the training step.

4 Experiments

We plan our experiments on a simulation environment [6] in order to assess the
effectiveness of the suggested strategy on individualized human-robot collabora-
tion, specifically addressing the following queries:

Q1: By separating activity from style, is it possible for the suggested approach
to outperform current SRL techniques in customized human-robot collabora-
tion?
Q2: Is there a high level of resilience in the suggested strategy to use flawed
human feedback?
Q3: What is the impact of reward rate γτ on performance?

4.1 Setups

Fig. 2. This figure shows the assistive gym’s feeding activity.
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Fig. 3. This figure shows a model of the world with human styles. With AssistiveGym,
the environment may deliver a human-style reward RH by evaluating how people’s
physical and mental states interact. The robot’s activity reward, RR, and the human
style reward, RH, combine to form the output reward, R.

We test our approach on a feeding activity from Assistive-Gym for assistive
robotics [6], as seen in Fig. 2. Within the simulated setting, a Baxter robot
is utilized for feeding food to a human without letting it spill. The food is
represented by little spheres on the spoon. In addition, the robot’s actions have
to be in line with human tastes. For instance, the robot must move slowly and
interpretively, and it must not exert excessive force on the human body. As
seen in Fig. 3, a unique RL environmental model [6] was provided to mimic
human styles. The RH value then determines the degree to which the robot is
successfully imitating human behavior at each time step. The robot’s activity
reward, Ractivity, is then combined with the human style reward, RH, to provide
an R. In particular, the RH is calculated as

RH = ω � [Cd( s), Ce( s), Cv( s), Cf ( s),
Chf ( s), Cfd( s), Cfdv( s)] ,

(7)

where Cx( s) is utilized to calculate the cost of departing from human style in the
s and the vector ω is a weight for each style. ω = [0.5, 0.5, 0.25, 0.3, 0.1, 2.5, 10.0]
is used in this study, and C.( ( ) are defined as

– The distance the robot has to travel to reach the target assistance location
affects the cost for the robot’s movement is shown by Cd( s).

– Feeding food to a human without letting it spill is Ce(s).
– Cost for high robot end effector velocities is expressed as Cv( s).
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– Applying force away from the intended aid site is Cf ( s).
– Chf ( s): exerting strong force close to the object.
– Cfd( s): splattering food on a person.
– Cfdv( s): food feeding quickly into the mouth.

We use the assumption that the robot is unable to see the real reward (R)
in order to test the effectiveness of SRL in learning from non-numerical input.
Rather, With the guidance of a programmed human teacher, the robot is able to
develop a human-like understanding of human interaction, as in previous efforts
[4,10,13,14]. Styles between robot paths can be provided by the programmed
human instructor based on the real R. Since the ground truth reward of the envi-
ronment is perfectly reflected in the styles of the programmed human instructor,
we can measure the true average return to assess the effectiveness of our system.
Additionally, in order to assess if our approach is in line with human styles, we
may obtain the underlying human style reward, or RH.

Ractivity = −‖d‖2, (8)

In our approach, SRL is integrated with the activity’s past information. The
robot’s objective in the feeding challenge is to use a spoon to deliver food to a
human mouth. The imprecise activity reward is defined as

where d is the distance between the mouth and the spoon. We note that
our approach may be integrated with any SRL algorithm by substituting its
backbone method’s policy optimization process with ours. In this study, we select
as our backbone method cutting-edge on-policy [13] as well as off-policy [13]
method in order to thoroughly evaluate our approach.

5 Result and Discussion

Our method’s result is assessed by comparing it with a number of different
approaches, including state-of-the-art SRL approaches and traditional RL meth-
ods (RL with real reward and imprecise activity reward) . The following is a list
of all the techniques’ settings:

1. RL with real reward: We use traditional RL methods like SAC and PPO
to maximize the predicted ground truth output. The robot achieves ground
truth reward R from the environment.

2. RL with an activity incentive: The robot achieves the imprecise Ractivity
from its environment. To optimize the imprecise activity return, we train the
robot using PPO and SAC.

3. RL based on styles: The robot utilizes the reward function it has learned
to maximize its policy after learning it based on the programmed human
teacher’s style input. In this study, we specifically implement PrefPPO and
PEBBLE.
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4. decoupled SRL(Our approach): We combine the learned reward function
from SRL with an imprecise activity reward, denoted as Ractivity. We present
two decoupled SRL algorithms, named Decoupled PrefPPO and PEBBLE,
respectively, using PrefPPO and PEBBLE as our foundational algorithms.

Our goal in comparing our technique to the RL with real reward (as base-
line) is to perform as close to or better than RL with real reward, rather than to
outperform it. Equation 2 is used to build an ensemble of reward functions for
all style-based algorithms. During the training phase, 50000 questions are pro-
duced. We set q = 3. Specifically, we take into account γ0 = 1.0 and γ0 = 15.0
for Decoupled PEBBLE and Decoupled PrefPPO. Figure 4 presents the experi-
mental data, including the mean and standard deviation over the course of three
experiments.

Fig. 4. The subfigure (a) shows the feeding activity’s on-policy case learning curves.
Subfigure (b) shows the feeding activity’s off-policy case learning curves. The activity
success rate, GT (Ground Truth) style return, and GT return are used to measure
the experimental outcomes. The standard deviation and mean across three trains are
shown by the shaded areas and the solid line, respectively.

Figure 4 demonstrates lacking access to numerical reward information, our
approaches are able to perform almost like RL in the feeding problem when
using the real reward. We use a learning reward function and a vague activity
reward to direct the robot to probe effectively for the activity as well as human
styles, respectively, and decoupled activity from style in personalized human-
robot collaboration compared to SRL algorithms. The outcomes demonstrate
that our techniques can enhance SRL’s performance on challenging interactive
activities and demonstrate that they are a fruitful attempt at individualized
human-robot collaboration. Furthermore, while the hazy activity reward appears
insignificant in traditional reinforcement learning, it is a valuable tool in our
techniques.
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5.1 Robustness of Our Method

π
[
ti > tj ;β, λiy

]
= exp

(
β

∑T
τ=1 λT−τ

iy R
(
siτ , αi

τ

)))
/

(
exp

(
β

∑T
τ=1 λT−τ

iy R
(
siτ , αi

τ

))
+ exp

(
β

∑T
τ=1 λT−τ

iy R
(
sjτ , αj

τ

))) (9)

In reality, a human’s choices and feedback are influenced by a multitude
of potential irrationalities. Therefore, comparing our approach to the idealized
scripted human teacher is impractical. We look to more accurate scripted human
teacher models created by [12]:

– Random style model is designed to accommodate human noisy styles.
– where the likelihood of choosing movement i over movement j is indicated

by π
[
ti > tj

]
, β is a constant, as well as λiy ∈ (0, 1] is a scale parameter to

mimic shortsighted actions.
– Humans can occasionally be myopic, so a teacher may recall and concentrate

on the conduct at the conclusion of the movement he observed. Equation 8 is
modified to incorporate a weighted total of rewards with a scale parameter
λiy, so modeling the shortsighted actions.

– Question skipping: A human would like to designate both movements as
incomparable and remove this inquiry if they represent undesirable behaviors.
Skipping a query is modeled as follows: maxm∈{i,j} (

∑
τ R(Sm

τ , αm
τ ) − 0min) <

(0avg (ρτ ) − 0min ) δskip , where 0avg (ρτ ) is the average output of the 0min

and ρτ as the minimum return and current policy, respectively.
– Equally desirable: A human wants to label two movements as simi-

larly successful if they are both equally good. An uniform distribution

Fig. 5. The subfigure (a) shows the PrefPPO and Decoupled PrefPPO learning curves
with different scripted human trainers. Subfigure (b) shows the PEBBLE and Decou-
pled PEBBLE learning curves with different scripted human teachers. The activity
success rate, GT style return, and GT return are used to measure the experimental
outcomes.
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(0.5, 0.5) should be given if two movements have same rewards like |∑τ

R
(
si
τ , αi

τ

) − ∑
τ R

(
sj
τ , αj

τ

)∣
∣ < (0avg (ρτ ) − 0min) δequal .

– Erroring: Errors can happen to humans occasionally. The styles are reversed
with the likelihood of ε to reflect this.

We apply our approach to several realistic scripted human instructors (whose
attributes are specified in Table I) in order to assess the robustness. We make
one change to the human teacher’s oracle at a time. The performance of the
experiment is displayed in Fig. 5. Despite the limitations of the scripted human
teachers, our approaches can nevertheless achieve good performance in both on-
policy and off-policy scenarios. This demonstrates the resilience of our techniques
against illogical human feedback and their enormous potential for scaling to real-
world human collaboration (Table 1).

Table 1. The type of human teachers utilized are realistically scripted.

Type δequal ε λmy δskip β

Equal 0.1 0 1 0 ∞
Oracle 0 0 1 0 ∞
Skip 0 0 1 0.1 ∞
Mistake 0 0.1 1 0 ∞
shortsighted 0 0 0.99 0 ∞
Noisy 0 0 1 0 1

5.2 Effect of γτ on Reward

An essential parameter called γτ is utilized to calculate the balance between the
optimized and imprecise activity reward. We create two decay methods for γτ in
our experiments - a linear approach and a nonlinear strategy-in order to examine
the effects of γτ .

Linear strategy: as training time increases, γτ falls linearly. Equation 5 illus-
trates that the only hyperparameter that has to be found is γ0.

Non-linear strategy: γτ decays exponentially according to γτ == (1− μ)τγ0,
where μ is a decay rate. This is similar to [14].

We examine employing γ0 ∈ {1.0, 5.0, 10.0} and γ0 ∈ {10.0, 15.0, 20.0} in
Decoupled PrefPPO and PEBBLE as a linear technique, respectively. This paper
examines employing μ = 0.00001, γ0 ∈ {5.0, 10.0, 30.0} and μ = 0.000001, γ0 ∈
{5.0, 10.0, 30.0} in Decoupled PEBBLE and PrefPPO as nonlinear strategies.
Figure 6 shows the experimental outcomes that we reported. We should make
sure that the imprecise activity reward Ractivity applies on an extended length
of time, e.g., utilizing non-linear or linear method based on the μ = 0.000001, in
order to aid robot in exploring activities more successfully and acquiring activity
skills more rapidly. Nevertheless, we still need to carefully modify γ0.
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Fig. 6. The subfigure (a) shows the Decoupled PrefPPO learning curves for various
decay techniques. Subfigure (b) shows the Decoupled PEBBLE learning curves with
various decay tactics. The activity success rate, GT style return, and GT return are
used to measure the experimental outcomes.

6 Conclusion

Our objective is to create a robot with customized abilities that can interact
with humans in a variety of ways. We introduce decoupled SRL in this research,
a unique SRL approach that takes activity information into account. In tailored
human-robot collaboration, we disentangle the activity from style. We leverage
a learned reward from SRL to update the policy of the robot to match human
styles, and the proposed method leverages an imprecise activity reward generated
from the previous information of the activity to manage the robot probe the
activity efficiently. We merge them naturally via reward shaping. The outcomes
of the experiment demonstrate that the suggested approach is a practical means
of enabling customized human-robot collaboration and can perform admirably
in a challenging interactive activity.
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Abstract. It is commonly accepted that communication and information tech-
nology can be used to support people. The paper reviews the different forms that
this support has taken on over time. It is clarified that support applications have
become increasingly complex and require more and more detailed user knowl-
edge, available in real time. This requires the use of artificial intelligence not only
at the application management but also at the profile generation level.

Keywords: User profile · Ambient intelligence · Artificial Intelligence

1 Introduction

Information and communication technology has always had an important impact on
people, both offering new important services (as the telephone or the television) and
being flexible enough to be adaptable when their use was not possible. As examples,
the development of speech recognition for access of deaf people to the telephone and
of speech synthesis to add descriptions to images for blind people, can be cited. At the
beginning, the main problem was to give access to information and communication.
Now the situation is changing. From the technological perspective, the development of
the concepts of Ambient Intelligence has made possible the implementation of complex
applications, addressing individual activities in everyday life. From a political/social
point of view, the WHO and the UNO recommend the use of technology to support all
people, contributing to their well-being. This means that for an appropriate and efficient
use of technology, the application needs to know the person who will use it and therefore
her user profile. The work describes the development of the concept of user profile, from
when it was enough to know that the user was blind to the current situation in which the
applicationsmust know every detail of the user’s abilities and needs, even their variations
in real time. Fortunately, this is made possible using artificial intelligence techniques.

2 Assistive Technology Approaches

When ICT began to develop, it immediately became clear that it offered the possibility
of supporting connection and exchange of information between people, facilitating such
activities for certain groups of people with activity limitations. Examples include the
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telephone for blind people and image transmission for deaf people. At the same time, it
was clear that such services, once commonplace, could create additional problems for
some people, such as the telephone for deaf people and television for blind people.

At that time, accessibility to information in the ICT environment was mainly con-
sidered a problem of the human interface. Solution for specific abilities limitations (e.g.,
blind, or deaf people) were developed, based on a correct structuring of the information
and its transduction with the use of specific technologies (as text to voice for blind people
and voice to text for deaf people) [1]. This means that redundancy of the information
must be used to allow different presentations) and that this information must be correctly
structured to be interpreted by all the access technologies. Specific solutions were also
developed for certain user groups, such as screen readers for access to computers by
blind people.

The situation supported the development of assistive technology, i.e. a technology
able to solve, normally, single problems of users. Examples are voice synthesizers, the
voice recognizers, the text-telephone, the screen readers for access of blind people to
computers. Now, all these technologies have become commonly available, on mobile
phones as well. Screen readers are available as free software.

For the access to the Web, due the complexity of available sites, guidelines for
correct production of material accessible to all users, including people with limitations
of activities, various versions of Web Accessibility Guidelines (WCAG) [2] have been
produced. This required a first rigorous effort in conceiving technological solutions that
would allow to accommodate in the web sites information in all its forms (images, text,
sounds). This means that the information to be provided must be available in a redundant
form and that this information must be correctly structured to be interpreted by all the
access technologies available. This implies that the production of the pages is supposed
to be supported by authoring tools, which are able to combine all the modalities of
presentation, and that the obtained results are checked with suitable evaluation tools.
The user is supposed to interact with a browser and media players with the support of
assistive technologies as shown in Fig. 1.

The version 1.0 of thewebAccessibilityGuidelineswere published by theW3C/WAI
(Web Accessibility Initiative) group in 1999 [2] Each guideline has several checkpoints
with a priority level assigned on the base of the checkpoint’s impact on accessibility.
If Priority 1 checkpoints are not satisfied, one or more groups will find it impossible
to access information in the document. Priority 2 implies that if not satisfied one or
more groups will find it difficult to access information in the document. Finally, with
the satisfaction of Priority 3 one or more groups will find it somewhat difficult to access
information in the document. WCAG 2.0 were published in 2008. Their emphasis is
shifted from technique-centered checkpoints to guidelines and success criteria rooted
in four core principles that provide the foundation for Web accessibility: information
must be perceivable, operable, understandable, robust, each of which obtainable with
the use of specific guidelines (12 in total) and testable with success criteria. WCAG 2.1,
the current sub-version of WCAG 2, was adopted in 2018. It did not replace WCAG
2.0 in the same way WCAG 2.0 replaced 1.0. Instead, it adds new success criteria,
especially for mobile devices. All success criteria from 2.0 remain unchanged, as do
the four core principles. Therefore WCAG 2.1 b is backwards compatible with WCAG
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Fig. 1. Web interface steps

2.0, meaning that web pages that conform to WCAG 2.1 also conform to WCAG 2.0.
The development was initiated with the goal to improve accessibility guidance for three
major groups: users with cognitive or learning ability limitations, users with low vision,
and users with ability limitations on mobile devices.

Through the application of these guidelines, which became an international stan-
dard, it was made possible, in principle, for everyone to use information in electronic
format, using techniques of redundancy of information, such as, for example, the textual
description of the graphic elements present, which allowed access the information even
to those who were unable to use their sight. Using this approach, users are supposed to
overcome numerous barriers to inclusion. In fact, interaction with devices is transformed
from an access problem to a resource for social interaction. Unfortunately, the situation
is that the technology used for transductions is widely available, but the guidelines are
not universally used.

Obviously, in the activity aimed to make possible the use of ICT technologies with
the production of information in a suitable form and the implementation ofAT equipment
for people support, the user profile has always been considered a key element. It was
supposed to be integrated in the authoring tools and assistive technology blocks presented
in Fig. 1. It considered the physical, sensory, and cognitive state of the person and
based on these elements it provided a solution for accessing electronic devices and
information in electronic format. However, the user was defined by a static profile,
which was essentially a list of existing limitations of abilities [2], an on this base an
optimal solution was constructed. The user was defined as a blind, or low vision, deaf
etc. person, with guidelines on how the information should be adapted and what AT
equipment should be used.
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3 Adaptivity and Adaptability

With the development of technology, a second approach to accessibility of information
and communication was based on research about the possibility of implementing the
design for all approach [3], i.e. an approach not based on the needs of the average user,
but, in principle, those of all potential users. A considered possibility was based on con-
structing adaptivity and adaptability in the systems, aimed to guarantee accessibility to
the produced interfaces and contents. One example was developed in the PALIO (Per-
sonalized Access to Local Information and Services for Tourists) [4], funded by the EC’s
IST Programme from 2000 to 2003. The main challenge of the PALIO project was the
creation of an open system for accessing and retrieving information without constraints
and limitations (imposed by space, time, access technology, etc.). Mobile communica-
tion systems played an essential role in this scenario because they enabled access to
services from anywhere and at any time. Moreover, the PALIO system envisaged the
adaptation of both the information content and the way in which it is presented to the
user, as a function of user characteristics.

The PALIO information system consists of the following main elements (Fig. 2):

• A communications platform that includes all network interfaces, to inter-operate with
both wired and wireless networks.

• The AVC center, which is composed of the main adaptation components, a service
control center, and the communication layers to and from the user terminals and the
information services.

• Distributed Information Centers in the territory, which provide a set of primary
information services.

Fig. 2. PALIO Information system
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The AVC centre is the architectural unit which manages diversity and implements
the mechanisms for universal access. The AVC is perceived by users as a system which
groups together all information and services that are available in the city. It serves
as an augmented, virtual facilitation point from which different types of information
and services can be accessed. The context- and location- awareness, as well as the
adaptation capabilities of the AVC, enable users to experience their interaction with
services as a form of ‘contextually-grounded’ dialogue: e.g. the system always knows
the user’s location and can correctly infer what is ‘near’ the user, without the user having
to explicitly provide information to the system.

The fundamental changes in the user profile necessary to support the Palio system
are evident. The system must know all the characteristics of the user (e.g. abilities,
needs, requirements, interests), the user location (with the use of different modalities
and granularities of the information contents), the context of use, the current status of
interaction (and previous history), and, lastly, the used technology (e.g., communications
technology, terminal characteristics, special peripherals) used. Therefore, the user profile
becomes a component that is not only complex but able to change, to guarantee adaptation
with the individual user when the system is accessed and adaptability to the different
situations during use.

4 The Emerging Situation

In the new millennium, important changes have emerged, both from the political/social
and the technological perspectives. From the user perspective the World Health Orga-
nization (WHO) published the International Classification of Functioning, Disability
and Health, known more commonly as ICF, a classification of health and health-related
domains. Since functioning and/or disability of an individual occurs in a physical context,
ICF also includes a list of relevant environmental factors. ICF was officially endorsed
by all 191 WHOMember States in the Fifty-fourth World Health Assembly on 22 May
2001 (resolution WHA 54.21) as the international standard to describe and measure
health and disability.

Moreover, the support systems in the society, according to UN and WHO [5, 6],
must not only be considered as a means for making living possible, but an approach to
improve the quality of life of people, aiming to increase their well-being, whosemeaning
may be different for each person.

From the technology perspective, several trends in the supply of new products and
services could be identified, to meet the above changing demands in the Information
society, as: increased scope of information content and supporting services; emergence
of novel interaction paradigms (e.g. virtual and augmented realities, ubiquitous com-
puting); shift towards group-centered, communication-, collaboration- and cooperation-
intensive computing. Now there are no longer only terminals to communicate or access
information, but most of the objects that surround us have intelligence on board (at least
one computer) and can be connected to each other. These devices include computers,
standard telephones, cellular telephones with built-in displays, television sets, infor-
mation kiosks, special information appliances, and various other “network-attachable”
devices. This allows the creation of complex applications to support people, all people,
in the tasks they need to perform to live independently.
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In order to clearly describe the changing impact of technology on people, let us
consider a typical activity necessary for living, namely the ability to access the external
environment, where accessibility is not only defined as being able to go from one site to
another, but also of being informed about where services of interest (e.g., a pharmacy
or a postal office) are located [7]. Individual users’ experience in going around to find
what is necessary for them, their abilities in interacting with the environment and with
the support system are particularly important. Moreover, if, for example, elderly people
are considered, it is evident that their situation is really a continuum from an (almost)
complete availability of all necessary abilities to an almost complete lack of them.
For many of them the problems can be caused by a not sufficient knowledge of the
surrounding environment and the organization of functionalities of the application that
support mobility and interaction. From this perspective, it must be emphasized that the
situation may be different for each person.

Fig. 3. Loop of processing

Twenty years ago, the information society mainly included people from research,
industry, and business, that is professionals with at least knowledge of the basis of
information technology and able and willing to learn. In this group of people there
could be someone with physical or/and sensory limitations and it was only necessary
to find adaptations to allow them to be integrated in their well-defined environments.
Today, information and communication technology are widely distributed and useful,
sometimes fundamental, for all people. The active members of the information society
are all citizens. It should not create obstacle to any one and, instead, it should help all to
reach their well-being.
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The rapid aging of population is a particularly influential factor in this respect,
resulting in a considerable proportion of the future technological environments. Old peo-
ple may perceive technology differently, due to functional limitations and age-related
changes in cognitive processes [8, 9]. However, AAL environments have the potential
to support independence and quality of life of older adults. Assisted living systems can
also contribute in addressing emergency situations, which are expected to have a dra-
matic increase with age. At the same time, following a similar strategy, ambient assisted
working can foster adaptations of the workplace, thus ensuring that the population aging
and/or with limitations are active and participate for the longest possible in the work-
force [10]. Finally, it is necessary that public environments, for example transportation
systems are revisited and redesigned in order to be age-friendly and age-ready [11].

From user profile perspective, precisely because the use of support services is
extended to all people (as far as possible avoiding the adoption of specific Assistive
Technologies), their varying abilities, correspondingly needs, and preferences expressed
by single users are very important and their variations needs to be made available to the
support system in real time (see Fig. 3).

5 Industry

Unfortunately, the design for all approaches was not very successful, since industry did
not consider the number of potentially interested new users sufficient to justify their
investment.

Now the situation is potentially more favorable, and it is interesting to report the
reactions, at the industrial level, to the development of the previously reported attitudes
at the regulatory and political levels about people who may need support, mainly con-
nected to the access to technology and to the environment, with the use of the ambient
intelligence paradigm.

From an analysis, albeit partial, different visions emerge: Apple focuses heavily on
the dissemination of the resources it has developed for the accessibility of its devices to
different categories of people, Google immediately highlights different approaches for
different roles such as developers, users and research, IBM and Microsoft highlight an
activity that goes beyond simple adherence to the accessibility rules, but seeks to develop
a broader approach, which, in the case of Microsoft, is aimed at making accessibility a
business and for IBM on the idea of a cultural approach to the problem, for which it also
proposes a toolkit.

Industry is starting to take into account that ICT technology for user support is used
not only for accessibility of devices and systems, but also for the creation of smart
environments. In the literature reference is made to this field of activity which different
denominations: Ambient Intelligence, Intelligent environments, Pervasive Computing,
Internet of Things, Smart Objects. The terms are not equivalent, but they are connected
by the shared vision of a processing of information no longer concentrated in specific
points of the environment, such as a PC or a tablet, but in objects distributed in the
environment and interconnected.

Since the integrationof different components into a commonplatform is therefore one
of the most technologically critical elements, there are efforts aimed at developing open
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standards, such as “Connected Home over IP”, with the cooperation by Amazon, Apple,
Google, Zigbee (https://en.wikipedia.org/wiki/Connected_Home_over_IP). Interesting
examples can then be found in many specific application fields. As examples, the home
and health environments are considered.

For the home, LG proposes ThinQ (https://thinq.developer.lge.com/en/), defined as
a brand of LG that brings together AI products and services as well as those with
connectivity capabilities, in order to elevate the quality of life with Smart/AI-powered
appliances and electronics. LG ThinQ is supposed to evolve over time by learning
about the users. SAMSUNG offers the SmartThings ecosystem, that in their site is
described as a platform (https://smartthings.developer.samsung.com/docs/platform-bas
ics.html, https://www.smartthings.com/) that enables people to build integrated and IoT
devices, services, andAutomations on SmartThingsCloud, to be integrated on the Smart-
Things catalog. SIEMENS presents its own home interconnection system, which is also
capable of managing household appliances and functionalities, even with voice interac-
tion (https://www.home-connect.com/gb/en/). The description shows how several func-
tionalities can help people in their daily life activities. For example, with children, the
possibility of giving vocal commands allows them to manage home appliances without
leaving babies alone.

As a general comment, most of the activity in this field has been first at the level of
setting up smart objects and architectures to connect them in different environments and
then to the implementation of applications aimed at specific aims. However, the concept
of the intelligent environment as a general support to people in their life is starting to be
considered at the industrial level.

6 AI - The Support System

New perspectives are arising, which emphasize the role of intelligent environments
towards providing useful means to all support people in their daily life activities, includ-
ing older people and for people with limitations of activities [12]. In this context, accessi-
bility and usability, although necessary, are not sufficient. In order to achieve the above
objective, it is necessary that: (i) the design of Intelligent Environments is centered
around the well-being of people, roughly intended as the possibility of executing the
(everyday) human activities necessary for living (independently), thus emphasizing use-
fulness in addition to usability; (ii) the technological environment is orchestrated around
such activities and contains knowledge about the abilities necessary to perform them and
how people need to be supported to perform them, when some abilities are limited; (iii)
the environment makes use of monitoring and reasoning capabilities in order to adapt,
fine-tune and evolve over time the type and level of support provided, and this process
takes place considering ethical values; (iv) the applications also support the possibility
of contact with other people, who in many cases may be the only effective help.

This shift has two main consequences. First, a richer architectural approach must
be considered, where a control component is introduced. Devices and smart objects
need to be integrated to obtain a system able to support people in their activities. This
control is not seen from the perspective of the communication and interoperability of the
technologies but has the specific objective of embedding the knowledge about technology

https://en.wikipedia.org/wiki/Connected_Home_over_IP
https://thinq.developer.lge.com/en/
https://smartthings.developer.samsung.com/docs/platform-basics.html
https://www.smartthings.com/
https://www.home-connect.com/gb/en/
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and users and being able to match the implementable functionalities with the different
and often continuously varying needs of users. The envisaged environment usability does
not only imply ease of use, ease of learning and effectiveness in use of a system, but
also the necessary adaptations of the service itself, because different people may need
or prefer to carry out the same activity in different ways, or need to receive different
types of information, as, for example, in the case of older people with mild cognitive
limitations.

This can be obtained by introducing Artificial Intelligence in the system, with the
evolution of the control component to include two main blocks: a knowledge base and
a reasoning system [13]. The knowledge base needs to contain information about the
activities to be carried out in the environment, the necessary functionalities, the available
technologies, the interoperability issues (i.e. interfaces and communication protocols),
the user profiles (abilities of individual users and their requirements and preferences),
the interaction issues: available interaction devices and modalities.

The implementation, maintenance and run-time use of the system must be carried
out under the control of a reasoning system (intelligence in the environment) capable of:

• Enriching the knowledge base, acquiring, and integrating information already
received in a formal representation (rule-based AI) and/or extracting it (machine
learning) from informal information (for example from natural language text).

• Using the information in the knowledge base to adapt, in an unobtrusive and
anticipatory way, the functionalities made available in their interfaces.

• Learning from usage to refine the knowledge base, introducing the necessary updates.
• Evolving the functionalities according to the evolution of technology.
• Suggesting to the user alternative suitable means of interaction.

For the interaction with this environment and the services made available by it, there
is an emphasis on “natural” user interfaces,meaning interactions based onmodalities and
media typical of human-human interaction (e.g. using speech, the body language, ges-
tures, facial expressions and so on), possibly with simplifications or additions necessary
to meet the abilities of people. Finally, social networks can be fruitfully embedded in the
very fabric of the intelligent environment. The information coming from social networks
and any other application such as a forum, if conveniently processed, may contribute to
the available knowledge, and contribute to limit possible social segregation. Therefore,
support systems in the environment must be useful to all citizens and be adapted to their
individual user profile. Therefore, the profile does not only need to contain a static list of
deficient skills. The systemmust be able to follow the persons over time, adjourning, also
in real time, their profile with information about their sensory characteristics (physical,
motor, cognitive), their interests, and their behavior. This is necessary to plan a strategy
for the support and to reason about the changes in skills/abilities and the changes in
the context. For elderly people, for example, it must be able to recognize the level of
autonomy during their life and in real time.

To clarify the necessary functions of the support system,which emphasize the need of
an intelligent management of the user profile, let start with an example, the generation of
information to find a service in the environment and to go from a site to another. I am in a
hotel. I need a pharmacy and to be informed if the pharmacy is reachable for a pedestrian.
Therefore, the system should know the environment at two levels. First it needs to know
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the services that are around the hotel. Is a pharmacy available at a pedestrian distance?
Then it must be able to find a path to it that is suitable for my abilities to walk. The
problem seems trivial because many navigation systems are available. However, not all
the available services are reported in the systems and, normally, the information about
accessibility is limited to the lack of architectural obstacles. For example, there is no
information about the slope or the bad conditions of the sidewalks.

Therefore, in principle, the support system should be able to explore the network
trying to find the necessary additional information ofwhat is available in the environment
and the state of the path between the hotel and the pharmacy to inform me about the
real situation. Then, it should consider my habits and preferences. It should consider if I
normally prefer to be informed about the shortest walk to the service or I like to use the
longest route if it passes through a garden or near a shop of interest, as a bookshop. My
reaction to possible unexpected difficulties, due to the environment not corresponding to
the available information, or my physical or psychological changed situation should be
used to give me additional help. Any change from the normal habit should be considered
as a possible integration inmyprofile and controlled in time. Finally, from the perspective
of interaction any suggestion should be organized to be presented on different devices,
such as smart phones, tablets, computers, according to my present abilities.

7 Possible Application of Recommendation Systems

It is interesting to discuss if and how available tools, as recommender systems, which
are a widely used tool in the commercial field, may be of interest in relation to the
personalization of the support service. Born in the commercial field, they are based on
different technological approaches and aim to recommend the most suitable products or
services to the person who explores the Web site of a shopping organization.

The ability to advise the user about a product or an action is undoubtedly part of
the criteria of personalization, although with necessary distinctions and attentions when
used in services as the ones that are discussed in the paper.

The important problem is accuracy. Concerning the case of the user seen as a buyer,
the suggestion provided may also contain elements of inaccuracy. An incorrect offer to
purchase a non-interesting item is rejected by the user. In the case of personal support
services, the use of this type of product, even if powerful from a technological point
of view, may present problems. When the service offers a recommendation and the
available user profile contains elements of limitations of abilities, even mild ones, the
response must in any case be certainly consistent with the support to overcoming of
the barriers due to reductions of abilities. However, since the profile will have a part
related to the user’s preferences, at this level one could also suggest that the proposed
suggestion is not only based on the user’s previous choices, but also on the choices of
users with a similar profile. In any case, the suggestion must be absolutely consistent
with the psychophysical profile, otherwise it cannot be of real help.

The situation is different if the information of the support service is not only provided
to final user, but its recommendations are considered as a support for a caregiver as well.
In this case, the suitability of the response is evaluated by human support, before going
to the end user. In this case the recommender system is a support to the caregiver. A use
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of this kind already occurs in professional environments, such as in the legal field, or in
the artistic field, when the amount of data to be managed can lead to disorientation of
the person. Help from the systems facilitates the final decision.

8 Conclusions

It is clear that technology can presently be used to support people not only in accessing
information and communication but in most activities in ambient intelligent environ-
ments. However, to be really useful it must know the user, their needs, preferences,
and possible limitations of activities, being also able to note the some of the informa-
tion that it has at its disposal must be changed momentarily or forever. The problem of
building and maintaining the user profile is very complex. However, with the help of
artificial intelligence techniques the problem can be addressed, as demonstrated in the
applications implemented in IFAC for access to mobility and support for loneliness.
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Abstract. ICT technology and Artificial Intelligence can be used to facilitate
people’s daily activities, including elderly people and/or people with activity lim-
itations. One of the activities classified by WHO ICF for people’s well-being is
mobility, including pedestrian mobility. The paper analyzes the problem of sup-
porting mobility and describes an application developed at IFAC to propose to
people the paths suitable for their abilities, to reach points of interest in the area
where the user is headed, with main reference to old people.

Keywords: Mobility · Accessibility · Artificial Intelligence

1 Introduction

According to the current definition an accessible environment [1] is a space where all
the necessary services are available [2], and it is possible to move where they are placed,
independently from limitations of activities of people. Therefore, accessibility is not
only a problem of architectural barriers, but also of the possibility of knowing what is
around and to be guided to the site of interest through a suitable path. This is currently
made possible by the development of the smart environment technologies, which include
artificial intelligent components to collect data, to reason about needs and to learn from
the person’s behavior. This approach is in accord with the attitude of all international
organizations as the UN and WHO [3], which assert that technology must be used
to support all people during their entire life, and not only people who have activity
limitations. In the paper a particular reference will be made to old people due to the
present interest at the international level due to the increasing number of this component
in the present societies.

2 Mobility and Accessible Environments

In planning living spaces (urban planning) accessibility is defined as “the potential for
interaction”, i.e. the potential of the environment to provide services to people, while
mobility is defined as “the potential for movement”, i.e. the potential of people to move
to points of interest (PoIs), i.e. the places where the services are available [4]. From the
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perspective of mobility, this means that it is necessary to guarantee physical accessibil-
ity, i.e., absence of physical obstacles (e.g., stairs). Consequently, the availability and
efficiency of personalized information services, capable of advising people about the
availability of services and guiding them in the external environment, affects the per-
son’s autonomy level. For example, paths on uneven ground are particularly dangerous
for a lame person, while paths not known in advance or not signaled with tactile or sound
aids are dangerous for a person with vision problems.

Mobility is important for all people. In the description of human activities, as pointed
out previously, the ICF classification (International classification of functioning disabil-
ities and health) [5] dedicates a specific chapter of the ontology of human activities to
“Activities and Participation”. The specific section related to mobility exhibits an accu-
rate and extensive description ranging from the ability to change the position of the
body (d410-d429), to that of walking to move from one place to another, up to the use of
means of transport (d470) or the ability to move objects from one place to another. In a
narrow sense, mobility can be interpreted as one of the person’s abilities, i.e., the ability
to move the various parts of the body, or to move it from one place to another. From a
broad perspective, mobility also represents the support for conducting daily activities,
such as reaching healthcare places, purchasing goods, cultivating social relationships, or
even dedicating to leisure activities, without the necessity of mediation by the means of
communication. The possibility of conducting these activities substantially affects the
person’s level of autonomy, which depends on several factors: the person’s physical and
mental condition, the characteristics of the physical environment where she lives and
last, but not least, the knowledge of the environment.

Pedestrian mobility plays an even more key role because it addresses the wider
pool of people, including those, who see the possibility of using means of transport
diminishing over time, Appropriate management of this activity assumes even greater
importance if the reference group is elderly people. In fact, over the years there is
a reduction in the length of the person’s journeys. The difficulty of using means of
transport, both public, such as buses, trains, or planes, and private, such as cars or taxis, is
increasing. This implies that older people reduce the area of their movements, preferably
in the area around their homes. The presence of services in this area, therefore, becomes
fundamental for the autonomy of the person who can reach them without the aid of
means of transport, but simply by walking. It increases the importance of the presence
of clinics, pharmacies, gardens, shops, and in any case of all the services required by
daily life in this reduced space.

Studies about mobility of old people are available [6], and the main characteristics
as their key travel patterns, their travel mode preferences, the possibility of transport
access, infrastructure solutions, mode choice model have been clarified. It appears that
most people prefer to age in their houses, even though it may have some disadvantages
such as loneliness and social isolation.Most of their trip destinations are at short distance
and in the time interval between 9.30 a.m. to 3 p.m. The main purposes are shopping,
health care, voluntary activities, pick-up and drop-off of children, banks, post office, and
chemist. Positive attitudes for social purposes are present for religious places, restaurants,
and hairdressers.
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The investigations have shown that when old people need to move on longest dis-
tance, for short trips they prefer driving, when possible, even if there are concerns about
congestion of traffic, road safety, and navigational problems. The main problems with
public transport are the identification of the services, walking to the stop, boarding, find-
ing a seat, deciding where to descend, coping with interchanges. As a summary, the links
are manageable if they are accessible, coherent, compatible, and continuous. Possible
improvements are: ticketing and fare concessions, special public services, improvement
of vehicles, improvement of shops, elderly housing planning, and alternative transport.
The main barriers are the lack of railings at ramps, steps, gaps, and lack of wheelchair
slopes.

3 AI Contribution to Mobility Support Applications

It is evident that, due to the use of ICT and information technology, the entire society
is undergoing a transformation into an environment where people are surrounded by
interconnected intelligent objects. In the field of support for people, especially elderly
or disabled people, Artificial Intelligence could be in the future the controlling element of
support ecosystems, which, even without the need for specific Assistive Technology, can
favor the emergence of complex applications for the well-being of people. For example,
in mobility applications AI can be used to construct and manage the profile of the user;
to monitor her mood (e.g., voice analysis); to collect and organize information about the
route (e.g., from the perspective of a pedestrian); to suggest itineraries and to discuss
with the user about different possible itineraries.

Therefore, newpossibilities of proposing reasonable solutions for support tomobility
can be obtained introducing Artificial Intelligence in the system in a control component
including twomain blocks: a knowledge base and a reasoning system [7]. The knowledge
base needs to contain information about:

• The activities to be conducted in the environment (e.g., shopping or walking in a
park).

• The abilities necessary to conduct the possible activities.
• The available technologies, which can be used to support the walking person.
• Their interoperability issues, i.e., interfaces and communication protocols.
• The user profiles: abilities of individual users and their requirements and preferences.
• The interaction issues: available interaction devices and modalities.

The implementation, maintenance and run-time use of the systemmust be conducted
under the control of a reasoning system (intelligence in the environment) capable of:

• Enriching the knowledge base, by acquiring and integrating information received in
a formal representation (rule-based AI) and/or extracting it (machine learning) from
informal information (for example, from a natural language text).

• Using the information in the knowledge base to adapt, in an unobtrusive and
anticipatory way, the functionalities made available in the interfaces.

• Learning from usage to refine the knowledge base, introducing the necessary updates
about PoIs and the abilities of people. This must be possible also in real time, due to
the possible variations of abilities, e.g., due to fatigue.
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• Evolving the functionalities of the application according to the evolution of
technology.

• Suggesting to the user alternative suitable means of interaction.

It is necessary to consider the fact that the process of the creation of paths does not
consist in obtaining the shortest path between two points or nodes, but of generating
many paths that can be used by the neural network to choose the most suitable to the
user. When these paths are available it is necessary to examine them considering the
user profile. Following the “human in the loop” approach, the end user is placed at the
center of the entire system. All decisions and proposals coming from the systemmust be
calibrated according to the individual user who is requesting them. The strength of the
whole application lies in the possibility of implementing a dynamic system capable of
customizing the proposals not only based on data from the outside world but based on the
user’s profile. Profile attributes are not equally important at all levels. These have been
divided into two separate areas. The first is the level of physical attributes, including
all data relating to the user’s psychophysical health, considering also mild cognitive
problems: They are:

• Motor deficits – major difficulties in walking or even problems in climbing uphill or
covering stretches of bumpy roads.

• Visual impairment - Problems identifying objects or road signs, or oncoming cars on
the road.

• Health deficit: health problems that can affect walking (heart problems, blood
pressure…).

• Cognitive impairment: difficulties interacting with the surrounding world.

However, data about psychophysical health are not the only attributes that must be
considered. There are also the personal preferences of individual users, which do not
directly impact a person’s health, but rather their mood or quality of life (well-being).
In this category of characteristics, the following have been selected:

• Love of nature: preference to pass through parks or near public green areas.
• Sociability: preference to spend time with other people, in meeting places or places

of aggregation, or to walk on uncrowded roads.
• Shopping: in a broad sense, preference to walk in places with shops or markets.
• Services: personal services such as banks, post offices, pharmacies ….

4 Support System

The components necessary for the development of a system to support accessibility are
(Fig. 1):

• An interaction block incorporating the user profile and the user interfaces to introduce
requests and comments about the proposals.

• A communication component collecting and storing information about the environ-
ment.

• Ablock for a possible interactionwith a community of users and/or supporting people.
• A control element, based on AI, able to reason about the situation and learn from the

interaction and the additional information made available.
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Fig. 1. Block diagram of the system

4.1 Interaction Block

From the perspective of the user the interaction unit is the core of the system. It is
the interface, where the user, using a keyboard and a screen, or interacting with voice,
can communicate its needs. For example, she can tell the system that she needs to buy
vegetables or visit a pharmacy.

The user profile in the interaction block is the starting point for being able to adapt
any suggestion about a service and/or place to access to any user. The interaction block
must be able to consider:

• The static profile of the user (including her limitation of activities if present).
• Her preferences (e.g., she could prefer a longer walk, if along the path toward the PoI

satisfying her needs, she can walk through a park or an environment where a set of
shops of interest are located).

• Her real time emotions as made available by sensors.

The blockmust be able to present suggestions to the user and to adapt them according
to the reaction of the user herself and to the real time evolution of the situation.

Suggestions may be presented to the user in different forms. If she is able to take
advantage of it, a graphic representation can be used, as presented in Fig. 2, and used
as a choice in the implemented prototype. Using it the user can easily have an intuitive
idea of the possible paths, with the perception of the distances, the areas to be crossed
and the existing difficulties (represented by the distinct colors of the paths on the map).

Of course, such a presentation is only offered if the user is described in her profile as
able, in principle, to use it. However, the system must monitor the user’s behavior, and
if after a reasonable interval, it does not receive any reaction, it is allowed to try other
forms of interaction. So, it must be able to observe not only her reactions, but also her
behavior.
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Fig. 2. A representation of the paths.

The interaction block consists of several workspaces. The first is dedicated to the
user’s profile, where all the data is collected that will then be passed to the system to
compose the vector of the user’s characteristics. Through the interface, it is possible to
select dis/abilities and upgrade themwhen necessary.When a person uses this possibility,
the system reaction helps the user to effectively assess the neural network’s reaction
preferences of the subject who is using the platform.

Once the profile of the user has been set, it is possible to proceed with the calculation
of the routes: through the interface it is possible to set two points, one at the start (green
marker) and one at the end (red marker), and the system takes care autonomously of the
following actions:

• Transfer of information to the neural network.
• Construction of the routes.
• Transfer to the interface of the data relating to the route suggested by the neural

network.
• Represent routes on the interface map.

4.2 Data Acquisition Component

The communication and storage components are supposed to collect information about
the structure of the environment (points of interests, barriers, public services) and its
possible real time situation (e.g., a traffic jam could slow down the public services).

Sources of information are the Open Data of Municipalities or Metropolitan Cities,
which provide users with the possibility of accessing data directly from their site. The
provided data is often in Excel/CSV format or in GIS formats, which therefore must be
converted before being used by the described application. This data is subject to variable
updates, based on the availability of the source: in some cases, the data is updated on an
annual basis, in others, they do not have a clear updating plan.
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It is evident that other sources are all online services that provide maps and manage
cartographic data, such as OpenStreetMap [8], Bing Maps, Google Maps, MapQuest,
Here WeGo, Apple Maps, Yandex Maps. From this perspective it is important to con-
sider that important applications as Google Map do not make available all information
necessary for constructing a complete picture of the services available and the state of
the itineraries to reach them if someone has a particular limitation in mobility. Moreover,
when the information is available (as in the OpenStreetMap used in the implemented
prototype), it is not simple to extract it in a form that makes it easy the integration into
the system. The dynamic nature of online platforms guarantees an almost continuous
updating of the data, but not its completeness: often the data is limited to the geograph-
ical position of a point of interest without other details (timetable, price, goods sold,
etc.).Therefore, reasoning and learning components of the control system must be also
able not only to look for the necessary information, but, when relevant, extract and
restructure it according to format used in the system.

Two additional information components must be considered for the implementation
of a useful application. The first is the ability to access weather information that is of
fundamental importance to some users. The second is the ability to interact with other
people in the environment. For example, it can be important to contact people who live
in the place the user wants to reach to find out the situation at that precise moment. It can
also be convenient to contact a store to find out if a product is available or if the queue
is not too long. People can be able to contribute to the fill the data acquisition system
with information about changes of the situation of PoIs in the environment and the state
of the paths to reach them.

When convenient, the user can introduce additional information on the map with the
interface shown in Fig. 3.

Fig. 3. User interface for introduction of information on the map
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4.3 Community of Users – Support Group

Another key component of individual mobility is that in real situations it is presently
possible that communities of volunteers and/or relatives and friends are available to
support peoplewhen they plan tomove around. Therefore, the systemneeds an additional
set of interfaces through which they can have access to the suggestions of the system
and intervene if they consider it necessary. The suggestions of the control AI system
will consider the requests of the user, her comments and the information and comments
produced by the support people.

The system for generating itinerary proposals (all the possible ones) can consider two
possibilities: that the user is able to move on her own or that she needs support from the
community. In both cases, the system must consider all viable options, evaluating their
characteristics and selecting those possible according to the user’s characteristics and
preferences. If community intervention is required, the system must access information
about people available to give support and select the possible solutions according to
the profile of the user and the availability and characteristics of the people presently
available for support.

4.4 Control

The AI-based control block is obviously the heart of the entire system, where the mem-
orized information is used, and proposals are produced. During its use it must be able to
produce suggestion by reasoning about the requests of the user considering: the knowl-
edge of their physical and intellectual abilities, their habits and preferences about dif-
ferent in principle suitable services and routes, the comments of supporting people, and
the continuously varying situation of the environment. Moreover, it is supposed to learn
by observing the behavior of the user, to produce variations of information about habits
and preferences. When not in use it must check the situation in the environment through
the analysis of maps and, for example, of news frommunicipalities referring to works in
the streets, possible public events and so on. It is evident the increase of complexity of
AI services that must put together information about a person and/or the environmental
situation, advise about the way of solving a specific problem, offer possibilities of visit-
ing places that appear of possible interest according to previous exits, and guide actions
considering the average behavior of people in similar situations.

The control block is directly connected to the interface that is continuously transfer-
ring data about users and their requests, receiving requests of itineraries, and suggesting
useful solutions. The user can react to the proposals by accepting them or offering
comments about the reason why she is not satisfied.

The ordering and proposal of a particular path is delegated to the recommendation
system, which relies on a neural network implemented in Python, using the Tensorflow
framework [9]. The system takes all the data available as input, and then outputs the list
of paths sorted by the results of the neural network.
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5 Experimental Implementation

A first prototype has been implemented in IFAC for the suggestion of pedestrian paths.
The task is complex due to the variety of situations from a starting point to an arrival
point: e.g., sidewalks on both sides of a road, state of the sidewalk, existing pedestrian
crossings, routes within public parks (when reported), available services along the path
and so on. The system offers the user three different levels of interface to be used in
different situations: the first for the input of geographical data (where the user is presently
located), the second for introduction of user data (she has a pain in the back), the third,
based on an AI reinforcement learning approach, for input on the map of the required
arrival point. The output is an ordered list of the possible paths, based on the user’s
characteristics. When selected from the list, the route is activated on the map.

The application was implemented on two machines of IFAC-CNR: one in the IFAC
laboratory, which was entrusted with the development, and the online server AMI (also
within IFAC), on which the last version open to the public was made available. In
addition to the algorithmic and decision-making components, the interfaces dedicated
to the application were also created, which served both as a basis for conducting the
tests and better evaluating the results, and as a demonstrator of the state of the work.

Both machines have been aligned from the point of view of software requirements:
in particular, particular attention has been devoted to the management of the versions of
Python [10] installed on the machines. This is because many packages used in the exe-
cution of the algorithms (path calculation and Neural Network) require specific versions
and development environments, otherwise stability, correct functionality or, in some
cases, the installation of the packages is precluded. Now both machines have working
environments set to Python version 3.6, which guarantees the best compatibility on all
the packages used.

The data used during the execution of the application are based on a relational
database MySQL [11], which can be directly queried by the developed algorithms.

6 Conclusions

Artificial intelligence applications seem in principle the most promising suggestion for
the implementation of applications in supporting people, all people not only people with
limitations of activities, in conducting activities in emerging technological society. This
is since many applications address complex tasks and need the use and cooperation of
complex components. With reference to environmental accessibility, according to the
present definition, the problem is not the identification of a path without obstacles for a
person who moves in a wheelchair, but to construct a representation of the environment
in which the person must move and identify a route that is satisfactory for her needs and
preferences.

Finally, it must be considered that for the approval of a real adoption of a system
like the one proposed, problems of ethics and of compatibility with existing legislation
must be considered.
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Abstract. Swimming pools are closely associated to leisure activities, especially
in touristic areas, and both indoor and outdoor swimming pools can be found
worldwide in large quantities. With their fast growth, an increasing stress has
been also placed on both energy and water resources they require to operate. In
this scope renewable energy sources, especially those that use sun’s radiation are
of paramount importance. Exploring alternative, green and sustainable energy
sources to replace traditional sources has become one of the main points in the
European Union’s actions over the last decade. In this context, this paper proposes
a control approach where smart decision is made based on predictions made by
models representing sustainable thermal systems (local renewable energy source)
and on information gathered from an array of sensors. The aim is to regulate
the water temperature of an outdoor swimming pool. The information obtained
from both environmental variables and from themodelling of sub-systems internal
transfer function, is then combined with an optimization framework which goal is
to ultimately, reduce the human intervention in the swimming pool maintenance
and provide resource savings in terms of financial costs to the final user but also
in terms of natural resources, contributing to environmental sustainability. The
researchwork is developedwithin the scope of the Ecopool+++ project: Innovative
heated pools with reduced thermal losses with the integration of SMART energy
and water management systems.

Keywords: Energy Efficiency · Outdoor Swimming Pools · Renewable Energy
Sources · Thermal Systems ·Model Predictive Control

1 Introduction

According to US Census Bureau [1] swimming is the fourth most popular sports activity
in the United States and a good way to get regular aerobic physical activity. Besides
sports and health benefits, swimming pools are also closely related to leisure activities,
especially in tourist areas [2]. For thesemain reasons, both indoor and outdoor swimming
pools can be found worldwide, and as stated in [3], statistics indicate that about 140
million people swim in Europe (roughly 20% of the population) for a universe of 13
million swimming pools on a global level. Approximately 29% of these in Europe and
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59% in North America, with the rest of the world registering about 12% of the whole
world.

The European Union and its national governments have set clear objectives to
guide European environmental policy up to 2020 and a longer-term vision (for the next
30 years). Specific research programs, legislation and funding intend to protect, conserve
and enhance the EuropeanUnion’s (EU) natural capital, to transform it into a green, com-
petitive, low-carbon and resource-efficient economy. These guidelines aim at protecting
European citizens from pressures and risks to health and promoting well-being related
to the environment.

In this context, a significant portion of research is dedicated to exploring the usage
of wind power, biomass and solar power for replacing conventional energy sources, as
they pose many advantages such as reduced environmental impacts and are envisaged
as a means to comply to European and global environmental norms [4].

Indeed, there is an increasing interest on decarbonisation of the electricity generation
with special focus on the penetration of Renewable Energy Resources (RES).

Taking into consideration the power consumption data, supplied byPortuguese statis-
tics portal Pordata [5], in Portugal and during the 2022 year, the energy consumption
corresponded to a total of 21,315 thousand of toe (Tons of Oil Equivalent), among which
6,557 thousand of toe were generated from renewable energy sources. These latter fig-
ures identify Portugal as one of the European countries where the effective penetration
of renewable energy is significant (as it is responsible for 30.0% of the overall energy
consumption) with a higher impact when compared with the average value of 11.7%
in the EU. Therefore, demand for new sources of flexibility and growing recognition
of the multi-energy nature of regions are increasing interest in the interaction between
energy sectors, like electricity, heating/cooling and gas and in the significant amount of
flexibility supported by heating systems [6, 7].

The efficiency of solar energy depends on the availability and intensity of solar
radiation. In an urban environment, especially, in large cities the use of solar energy has
been confronted with many obstacles as a result of neighboring tall buildings. Thus, air-
source heat pumps are widely used in this situation to supply heat to outdoor swimming
pools. Further, most of the existing swimming pools are largely inefficient due to water
and heat losses, having a considerable impact on the associated environmental footprint.
At this level, in [8] the average environmental impact of a residential swimming pool
in the state of Arizona (USA) and other warmer regions is calculated highlighting an
energy footprint ranging from 2400 to 2800 kWh/year, a water footprint of as high as
185 m3/year and 1400 kg ± 50 kg of CO2e/year.

Factors such as 1) evaporation, 2) radiation to the sky; 3) convection close to the
surface of the water and 4) and convection through the walls and floor to the ground are
closely related to the high energy consumption demand for heating outdoor swimming
pools. The water of the pools is an excellent medium for the accumulation of heat, so
when the solar radiation is high, particularly in the summer months, the conditions for
its use improve. However, outside these periods, environmental conditions tend to cause
lower gains of free heat and simultaneously greater thermal losses.
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The most commonway of using solar power is to convert sunlight into heat energy to
produce hot water, using solar thermal collectors. In such case, the basic mechanism uses
the incident solar radiation for generating heat as it converts the irradiated energy into
thermal energy. There are many different applications where solar heat energy can be
used, such as domestic water-heating systems, pool-heaters, and space-heating systems
[7].

Thework presented byLam [9] proposes a newheating system for outdoor swimming
pools that integrates an air-source heat pump (for heat supply), and a phase change
material (PCM) storage tank (for heat storage). Also, in [10] a PCM integrated heating
system for outdoor swimming is studied. The results show that comparedwith traditional
heating system operational cost can be reduced in nearly 85%.

In this scope, this paper proposes a new scheme to increase and control a swimming
pool’s water temperature using sustainable thermal systems (local renewable sources
generation devices). The aim of the control system is to coordinate the functioning of
a set of thermal energy sources and thermal storage, to adjust the water temperature of
outdoor swimming pools according with the user requirements. It relies on information
gathered from an array of sensors. The information (environmental variables and sub-
systems internal transfer function modelling) is then combined with an optimization
framework which goal is to ultimately, reduce the requirements for human intervention
in the swimming pool maintenance and provide resource savings for the final user in
terms of financial and natural resources, contributing to environmental sustainability.

The system implemented goes way beyond traditional systems [9–12] where typ-
ically only efficiency is addressed and the number of systems is small (solar and gas
based thermal systems).

In the present work we address the development of methods for system identifica-
tion and future time-based forecasting, using machine learning methods, and employ
optimization based in simulated data, to control the water temperature in the swim-
ming pool’s tank. The control of the water temperature is set according to a setpoints as
specified by the user.

The remainder of this work has the following structure. A description on the problem
is made in Sect. 2. Section 3 presents a background theory on model based predictive
control and systems identification. Section 4 introduces the functionalities and layout of
the SMART platform and, Sect. 5 presents the results with real data scenarios. Finally,
Sect. 6 draws results and presents perspectives on future work.

2 Problem Formulation

In its simplest description, the system here considered (see Fig. 1) is composed of the
main water tank (Swimming Pool), the water filtering system and several renewable
energy thermal sub-systems, which include: (1) Phase ChangeMaterial (PCM) accumu-
lator, (2) solar collectors (SC), (3) Floor/soil Heat collectors (FHC), and (4) Geother-
mal accumulator or Soil Heat exchanger. The PCM circuit has no direct circulation of
pool water and so an additional circuit was added which includes its reservoir and a
heat exchanger. To perform the control a set of water pumps are activated and deacti-
vated, which then promote the water flow at a constant rate and preestablished direction
regarding the retention valves setup.
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The various thermal sub-systems are connected by one or several ducts, three water
pumps, flowmeters and pressure retention valves.While pump 1 is responsible for pump-
ing water through the PCM exchanger secondary circuit and pump 2 forces water to run
through the solar collectors, pump 3 is dedicated to the PCM primary circuit.

Given the fact that themain goal is to implement awater temperature control strategy,
it is obvious that the system is highly complex because of: (1) the multitude of systems
(i.e., high number of inputs to the plant – the swimming pool) and (2) the external factors
such as climate that determine the system response in many different ways. As such,
for the control strategy the authors considered that the inclusion of weather variables is
recommended as long as they can in some way be foreseen or predicted.

Fig. 1. Renewable energy system interconnection schematic

Due to the multitude of sub-systems, several scenarios of operation (or setups) can
be considered during the system operation. For example, to make the water circulate
through the solar collectors and the Pool, the opening of valves V1 and V9 is obligatory,
as it makes pump 2 to operate. A second scenario, which involves holding both V1 and
V7 valves open, is when the water circulation is required simultaneously at the solar
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collector and at the Soil Heat exchanger. Flow into the duct system of the Soil Heat
Exchanger sub-system, requires having both the primary and secondary circuits from
the PCM heat exchanger “active”, i.e., not only pump3 must be on but valves V5 and V6
have to remain open.

Since the goal is to regulate the water temperature at the Pool, readings of the sensors
Ti (i= 1…10) allow monitoring the temperature in each of the sub-systems and provide
additional information to allow the control mechanism to decide which setup is the most
effective at a given moment.

3 Model Based Predictive Control

In scenarios where the right conditions are met, the application of predictive control
makes it possible to anticipate the control action in advance, taking into account the
correct identification of the system and, consequently, the model’s ability to predict the
system’s operation for future instants. In its typical approach, themethodology embraces
the concept of optimization by defining the effective control input value (u) to be applied
to the system (see Fig. 2).

Fig. 2. Flow diagram for Model Predictive Control

As shown in Fig. 3, and using the past Ne sampled data an estimation of the best
model is carried out. The model is then used to provide a sequence of control signals to
the system for the prediction horizon, or Np future steps.

Using the optimizer (based on evolution and natural selection for example) a solution
can be determined among a set of alternatives that best satisfy the restrictions imposed
and, in the end, selecting the best one.

It should be noted that renewable sources may not provide immediate availability of
the required control signals so an alternative approach must be adopted instead.

From the standpoint of optimal control the present system features some drawbacks.
(1) each and every sub-system features slow input-output responses, and (2) limited
range of inlet water temperature into the Pool (i.e., though water flow regulation is
possible, water temperature regulation is not). In this regard, the generalized predictive
control from Fig. 3 is the basis for a second stage of the proposed control scheme which
resembles to a task scheduling problem. That said, each sub-thermal system will be



Model Based Control System for Outdoor Swimming Pools 239

Fig. 3. System response based on generalized model predictive control

identified with a particular response (or a control setup) and the aim is to find the best
time slot where to place each of the setups.

A genetic algorithm (GA) is used as an optimizer to help determine the best control
scenarios time sequence for a pre-defined prediction horizon. The best sequence is found
if the system output returns the closest response to the desired Pool water temperature
defined as setpoint.

Figure 5 shows the flow diagram illustrative of this methodology (Fig. 4).

Fig. 4. Time diagram representation of the proposed approach

Under the aforementioned conditions the control strategy to adopt must consider
modelling each of the sub-systems. The next sub-section will give insight into systems
identification.

3.1 Systems Identification

Systems identification concerns to finding the appropriate model for a “real” system.
This includes finding the appropriate inputs and estimating the appropriate parameters
values that define the model. If seen as a black-box, the model application becomes
simple and provides alternative control techniques in order to identify the best control
signal to apply at the input of the system.
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The dynamic system features the inputs,j which are commonly associated with the
external signals and can bemanipulated by the observer and, theDisturbanceswhich cor-
respond to signals which may not be measured. Then, there are the outputs of particular
interest to the observer. Figure 5 illustrates the relations between the inputs, disturbances
and outputs of a typical dynamical system.

Fig. 5. System with output y, input(s) u, measured disturbance w and unmeasured disturbance
v (adapted from [13]).

A mathematical formulation for a dynamical system, where the next sample for the
future output value is related to the past inputs and external disturbances is:

y(t) = f (y(t− 1), y(t− 2), . . . y(t− n), u(t− 1), u(t− 2), . . .

. . . u(t−m),w, v) (1)

In the specific case of this work, systems identification can be performed through the
analysis of time-series records for each of the scenarios/setups previously mentioned.
Appropriate estimation algorithms help define a ARMA (Auto-Regressive-Moving-
Average), ARIMA (Auto-Regressive-Integrated - Moving-Average), or SARIMA (Sea-
sonal ARIMA with exogenous inputs) models.

The choice of an autoregressive model depends on the compromise between the
simplicity of the model and the properties of a time series. Under a stationary time series
(i.e., if its properties are not affected by a change in the time source) the models chosen
are normally the Autoregressive with Exogenous Input (ARX) and/or the Autoregressive
Moving Average with Exogenous Input (ARMAX) [14]. ARMAX is more complex
than ARX due to the fact that it has the ability to deal with stationary time series
whose error regression is a linear combination. If a time series is non-stationary, the
Autoregressive IntegratedMoving Average with exogenous input (ARIMAX) and/or the
SeasonalAutoregressive IntegratedMovingAveragewith exogenous input (SARIMAX)
model can be used.Bothmodels,ARIMAXandSARIMAX, are capable of handling both
stationary and non-stationary series. However, if the time series has seasonal elements,
the best option may be SARIMAX.

In [15], an analysis was made to forecast load demand in the context of smart grids,
usingARX,ArtificialNeuralNetworks (ANN) andArtificialNeuralNetworks optimized
by Genetic Algorithm (ANN-GA). In this same analysis, the ARX presented lower
execution time and a higher mean absolute percentage error when compared to the ANN
and ANN-GA solutions.
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In [16], a hybrid model was developed to predict electricity demand as a function
of outdoor air temperature. It then was compared with the ARMAX model. Despite the
good performance of both, ARMAX presented higher forecast errors than the hybrid
model.

In the current work, it was found that the modelling the system using ARMAX
produced acceptable results.

AutoregressiveMovingAveragewithExogenous Input (ARMAX) includes themov-
ing average component. ARMAX modelling is, again, applied when a time series has
regression characteristics, and the error is a linear combination [17]. TheARMAXmodel
is ruled by the following equations:

φ(L)y(t) =
n∑

i=1

βi(L)ui(t) + ψ(L)e(t) (2)

with

φ(L) = 1+ φ1L
−1 + · · · + φpL

−p (3)

βi(L) = βi1 + βi2L
−1 + · · · + βipL

−p+1 (4)

ψ(L) = 1+ ψ1L
−1 + · · · + ψqL

−q (5)

where

• ψ(L) is the moving average component;
• q is the order for the moving average component;

and,

φt =
[
φ1, φ2, . . . , φp

]
,
T (6)

yt =
[
y(t − 1), y(t − 2), . . . , y(t − p)

]
, (7)

The coefficients of the φ, β and ψ polynomials are defined by Eqs. 9–11, and
estimated using the CSS-MLE method.

3.2 System Modelling

One aspect that makes useful using a smart system is the fact that such a system incorpo-
rates the ability to make a prediction into a specified time step into the future depending
on the actuation of the thermal system in action. In this sense we assume that the vari-
ables influencing the model parameters are known (predictable and available) for the
prediction horizon of the controlling scheme.

When possible simulation data can be advantageous for making preliminary testing
with themodels, and so theTRNSYS18.0 [18] simulation toolwas applied for employing
the mathematical models for some of the thermal sub-systems that comprise the global
system.
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In a second stage every sub-system is employed at a local testbed, the modelling
approach requires using sampled data (at a specified sampling period.) to performmodel
identification.

The system identification procedure carried on this work is summarized by algo-
rithm 1. The goal is to find an ARMAX model for each one of the sub-thermal
systems.

Algorithm 1: System modelling

Input: a matrix of the past sampled data for the  n_inp input (includes three weather variables, 
wind velocity, ambient temperature, relative humidity) and the one output sampled data, size 
of the training data (Train_size), size of the testing data (Test_size)
Output: the best representation of the system according to its forecasting performance on 
forecasting the testing data (Best_model)
Generate a set of N ARMAX models with randomly chosen polynomials order
For each ARMAX model

Estimate the polynomial parameters using the Maximum-LikeLihood-Estimator (MLE)
Calculate the Sum-of-Squared-Error (SSE) and R2 on the training data.
Calculate the prediction values over the testing data
Calculate MSE value for the predicted values (MSE_predict)

Best_model = the model with the lowest MSE_predict 
return Best_model

4 SMART Platform

A remote access is provided to the user allowing the interaction with the proposed
system. It gives the user the ability to indirectly control some of the actuating devices,
by only setting the desired temperature. In this platform the user has also the ability to
observe the water temperature within a time span, the water flow rate, estimate power
consumption and the operational status of the electrical devices of the system.

As can be seen in Fig. 6 the SMART platform is composed of several components.
On one end, there is the Cloud Server, which includes the online services supplied by
OpenWeather® and, an open source web-application dedicated to data logging, pro-
cessing, and visualization, EmonCMS [19]. Running as a standalone application, the
smart control system (or optimizer) makes up the decisions relative to the control steps
undertaken. Note that its success depends on retrieving forecast weather variables in
steps of one hour into the prediction horizon. These forecasts are collected through
API requests over to the server (located at https://openweathermap.org/api). The data
retrieved includes the humidity, wind speed and ambient temperature. These variables
are used as inputs to the swimming pool’s tank model and were chosen after preliminary
analysis on the simulated data.

Additionally, a local controller acts as a core unit which is also configured as a
Modbus Master and is responsible for: (1) providing fresh data for updating the Cloud
Server, (2) resolving requests made by the HMI interface, namely access control, system
parameters customization, and (3) accessing the sensors and actuators for periodic read-
ing of values referring to, for example, water flow, water temperature, water pressure,
and water level in different parts of the system.

The local controller is running in Python, and uses the HTTP protocol as a uniform
interface for handling Web resources among different platforms.

https://openweathermap.org/api
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Fig. 6. The SMART Platform

4.1 SMartAPP

As a part of the SMART platform (see section ahead), the SMartAPP is the interface
responsible for the interaction of the userwith the system.TheHMI interface is illustrated
inError! Reference source not found.Where the user can carry most operations. Upon
authentication, the user is given the choice for consulting instantaneous or historical data,
define whether the control system switches to manual or remains in automatic mode, or
even define the control parameters such as water temperature setpoint.

In summary, the HMI presents the user with the following operations (see Fig. 7):

– Register or login
– Consulting real-time data from the pool system
– Consulting real-time as recorded in the IoT platform/server
– View real time data within a range of time instants. This includes temperature, rates,

time of operation, etc.
– Alarm history with logs related to unexpected abnormal operation in the system, for

example, hydraulic overheating or low water pressure.
– System Logout

The SmartAPP is based on the REST (REpresentation State Transfer) software archi-
tectural style which is commonly used for applications in the World Wide Web. This
architectural style is simplified by Fig. 8

The main point for having chosen this architecture is related to its simplicity,
scalability and stateless [20] (Fig. 9).

Every communication is processed on a server-client architecture based on theHTTP
protocol to uphold requests served by Flask Web services coded in Python computing
language and executed in a machine that lodges the Server & API component. The API
implemented for this webservice are:

• /read_plc. This API activates a ModBus/IP connection to the local programmable
controller and return back to the client (or browser) the current data saved temporarily
in memory. Therefore, it allows the user to access and view pool information in real
time.

• /read_emcms. This API uses the HTTP protocol to connect through WebApi to the
IoT remoteServer based on the CloudServer (Fig. 5) and requests the latest real-time
data available at the IoT platform. It thus, allows the user to view information instantly
on the IoT platform
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b) 

c) 

a) 

Fig. 7. Example of the HMI interface. a) the sign in and register pane, b) the main menu pane.
c) specification of control parameters
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Fig. 8. HMI flow chart with user (client)

Fig. 9. REST architecture based SmartAPP flow chart

• /register: captures personal and login security information, through a web page form
which allows new users to sign in on the platform.

• /dashboard. After validating the current user’s access this API allows the user to view
graphs with information within a time range, such as the day, week, month and year,
upon request.

• /operation_mode. This API delegates on the HMI core the possibility to run either
the control Allows the user to choose the operating mode, which can be manual or
automatic
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• /login: Allows the user to access the platform

Simulation Tests and Results
In the previous section, the remote access and operation guidelines were presented.

Though interaction between the user and HMI, the user has the ability to intervene
directly with some of the actuating devices by only adjusting the desired temperature.

Two different exterior pool water temperature control approaches are implemented
and used to show and assess the system inter-operability. These are:

1. no form of control is performed. Basically, it simulates a typical outdoor swimming
pool installation where water temperature regulation is solely depending on the exter-
nal ambient conditions and no external heating source is applied. Figure 10 shows
the profile for the water temperature as registered across the first days of December
2023.

Fig. 10. Pool’s water temperature with no control. Water temperature regulation depends
exclusively on weather conditions. No heating system is applied

2. control based on best effort. Regulation of the water temperature in the pool depends
on the combined effort of the thermal systems, where the decision upon which is
used depends on the actual and expected conditions and season of the year. In this
approach, regulation of the water temperature in the pool tank depends also on the
solar collector and the combination of solar and floor solar collectors which heating
ability is highly dependent on the weather conditions. The expectation is that over
the day, the thermal systems contribute to a gradually increasing temperature of the
pool’s water. This scenario is depicted in Fig. 11. Along this period, the sequence of
thermal sub-systems was applied regarding the availability of 4 setups: (1) the pool
at rest, (2) the solar collectors active and feeding the pool, (3) the PCM circuit active
and feeding the pool, (4) the solar collectors and floor solar collectors combined to
feed the pool.

Starting at 8:00 am, the control sequence applied by the SMART platform is given
from the combination of the setups in the following order (in steps of 30 min):

Setup: [2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 2, 4, 3, 3, 1, 1].
Time of the day: [8:00 … …. 13:00 … … 20:00 …].
By the end of the day, i.e., by 9:00 pm the pool is left at rest for the night hours. The

cycle repeats itself each day, from the 22nd until the 28th December.
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This control strategy results in the response of the system in Fig. 11 and shows that
users specifications will still not be attended in the absence of the SMART component.
The strategy applies ON/OFF control based on a preset timer and a timetable for each
of the sub-systems, using as reference or desired value, Tsetpoint .

Fig. 11. Scenario scheduling approach along several days in December 2023. Top: the air
temperature profile; bottom: the temperature of the water at the pool

5 Conclusions

This paper proposed a new scheme for setting up the swimming pool’s water temperature
through the usage of sustainable thermal systems (local renewable sources generation
devices). The performance of this system was compared to a setup where the traditional
heating systems such as boiler are applied.
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The results have shown that not always is the system able to satisfy the specifications
set by the user but the inclusion of the renewable based system (solar collector) canmake
the system more eco-sustainable while ensuring desired water temperature under very
specific ambient conditions.

This approach of control based on scenarios and having the system a degree of
autonomy, lower human intervention in the swimming pool maintenance is gradually
attained.

Future work will address the application of improved SMART control approach
where the selection of the setup scenario will be accounted for within a pre-defined pre-
diction horizon. In that case the model forecast ability here addressed will be prominent
for defining which of the setups will be prioritized ahead as to guarantee that the best
combination of setups will be applied.

It is the authors conviction that incorporating thismethodologywill provide resources
savings for the final user in terms of financial and natural resources, contributing to a
sustainable environment.
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Abstract. This study introduces a multimodal approach for enhancing the accu-
racy of Driver Monitoring Systems (DMS) in detecting driver distraction. By inte-
grating data from vehicle control units with vision-based information, the research
aims to address the limitations of current DMS. The experimental setup involves
a driving simulator and advanced computer vision, deep learning technologies
for facial expression recognition, and head rotation analysis. The findings suggest
that combining various data types—behavioral, physiological, and emotional—
can significantly improve DMS’s predictive capability. This research contributes
to the development of more sophisticated, adaptive, and real-time systems for
improving driver safety and advancing autonomous driving technologies.

Keywords: Driver Monitoring Systems · Deep Learning · Attention Recognition

1 Introduction

Advanced Driver-Assistance Systems (ADAS) have been thriving and widely deployed
in recent years. They are human-machine systems that assist drivers in driving and
parking functions, providing partial automation applications like adaptive cruise control,
lane departure warning, pedestrian detection, and avoidance, etc. to improve a safe and
effortless driving experience [1]. They receive sensor data, compute drivingdecisions and
output control signals to the vehicles. Some open issues in ADAS regard their reliability
to reduce malfunctions and critical consequences, precise and real-time measurements,
multi-sensor data fusion to avoid that incorrect fusion logic can lead the vehicle to critical
accidents.

One of the most challenging applications of ADAS is the Driver Distraction and
Drowsiness Recognition (DDR), which warns the driver of drowsiness or other dis-
tractions. It is crucial that these systems begin to be incorporated into mass production
vehicles, as demonstrated by studies such as [2] and [3].

Real-time Driver Monitoring Systems (DMS) represent a solution to address key
behavioural risks as they occur, particularly distraction and fatigue. Their integration
in proactive ADAS opens new frontiers in vehicular safety and autonomous driving
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technologies. DMS and ADAS communication allow multi-sensor data to be fused and
processed to assess the level of driver’s attention, mental workload and fatigue and then
to ensure possible hand-over/hand-back actions to achieve full autonomous and safe
driving [4]. These systems commonly aim to offer adaptive Human Machine Interfaces
(HMI) to alert the driver to potential risks and take immediate action to prevent a collision
based on the level of risk associated with the driver’s state [5].

The huge amount of data to be processed by ADAS and DMS includes parameters
like the steering wheel movement, the brake pressure, the acceleration patterns, and
high-dimensional data extracted by computer vision from images and videos captured
by embedded cameras in the cabin, i.e. eyemovement, facial expressions, driver’s posture
etc. The first data allows the DMS to assess the driver’s physical interaction with the
vehicle, while the second to understand his/her cognitive and emotional state.

This paper examines the correlations between various types of data that can be
extracted from an automated DMS and vehicle dynamic data. The aim is to propose a
multimodal approach to enhance the reliability of driver recognition of distraction states
while driving for ADAS systems.

This research starts with a review of the state-of-art multimodal approaches for
multi-sensor data fusion to enhance the assessment of the driver’s state, particularly
concerning distraction. Most studies explored using signals originating from the vehi-
cle’s electronic control unit and various types of sensors, including biometric ones, to
analyse the existing correlation between the physical and cognitive aspects of the driver’s
state. However, previous studies have not assessed the correlations between driving sig-
nals extracted from the control unit and behavioural signals processed by RGB-based
computer vision software, including facial expression analysis. Despite a similar app-
roach being proposed in [6], where an adaptive Human-Machine Interface capable of
responding to user-expressed emotions to enhance driving safety has been introduced,
this gap in the literature still needs to be addressed.

This preliminary study results in an overview of current approaches and investigates
how to merge physical, cognitive and emotional aspects to have a complete understand-
ing of the driver’s status. Testing involves a driving simulator with advanced computer
vision and Deep Learning technologies, capturing detailed control unit data and employ-
ing state-of-the-art algorithms for facial expression recognition, head rotation analysis.
By statistically correlating data from the control unit and computer vision, a better
understanding of the driver’s state can be achieved. This can lead to advancements in
automotive safety systems and autonomous vehicle technology. The main contributions
of the paper are as follows:

• A comprehensive analysis of the current state-of-the-art, focusing on the critical
parameters and processing techniques essential for the development of effectiveDMS.

• The introduction of a multimodal approach for data processing. This approach inte-
grates data from the vehicle’s control unit and vision-based information, thereby
enhancing the accuracy and reliability of the DMS.

• The research also involves the compilation of a substantial dataset, gathered using a
driving simulator. This dataset is used to test the potential of Deep Neural Networks
(DNN) algorithms with control unit data in the context of distraction recognition.
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2 Literature Review

2.1 Driving Monitoring Systems

The evolution of ADAS marks a significant leap in automotive technology, underpinned
by the integration of advanced sensors and artificial intelligence. The current trend
emphasises the essential role of in-vehicle DMS as a core component of efficient ADAS
platforms. However, the journey towards creating an effective and reliable DMS involves
numerous challenges and limitations, which are critical to address for the advancement
of this field.

The current scientific literature on DMS underscores the critical importance of a
multimodal approach to effectively assess driver states. As driving is fundamentally a
visual task, the peril posed by visual distractions to safe driving performance is particu-
larly highlighted. Instances of frequent lane deviations, abrupt steering movements, and
slow reaction times to braking events underscore the significant risks associated with
visual distractions. The European Commission in 2015 emphasised that “activities that
cause visual distraction seem to be the most dangerous” [7], underscoring the necessity
for systems capable of assessing the driver’s visual attention state determining when the
driver is visually distracted.

Despite advancements, the state of the art indicates a gap in comprehensive solutions,
even among systemsutilising advanced artificial intelligence, to accurately evaluate these
parameters. Challenges such as occlusions that prevent eye-tracking and the limitations
of using only facial behaviour metrics (head movement and/or face orientation) for
approximate gaze direction assessment are notable [8].

However, the feasibility of countering distraction through innovative driver anal-
ysis systems is supported by research. Direct and non-intrusive psychophysiological
monitoring of drivers, such as eye closure, could significantly improve the detection of
distraction and drowsiness [9].

At the same time, it is necessary to go beyond the simple use of these systems based
on cameras and artificial intelligence software (mostly based on computer vision and
deep learning), as is currently the case for a large part of the products integrated by
car manufacturers in their cars [10], and to develop multimodal approaches based on
different types of data and sensors.

The pioneeringwork ofDaza et al. [11] set a benchmark by introducing non-intrusive
methods to monitor driver drowsiness through a mix of physical and driving perfor-
mance indicators, albeit within the confines of simulated conditions. Sandberg et al.
[12] expanded the range of indicators to 35, utilising stochastic optimization algorithms
to enhance detection, yet facing the challenge of processing large datasets in real-time.

Zhang et al. [13] provided insights into the correlation between vehicle dynamics
and driver fatigue, emphasising the challenge of individual variability, which calls for
personalised or adaptable DMS.

In the continued effort to refine DMS [9], introduced a multimodal analysis system
that adeptly integrated physiological, behavioural, and vehicle signals. This system’s
high accuracy rates underscored the efficacy of a holistic approach, considering the full
spectrum of a driver’s condition, and set a benchmark for future systems.
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[14] took a practical approach, analysing one vehicle with different drivers and
routes, with the system implemented on a mobile application. This study highlighted the
critical role of context variability in DMS and embraced the trend of harnessing mobile
technology to broaden the accessibility and integration of DMS applications.

However, a challenge identified in [15] was the lack of a freely available, compre-
hensive database containing complex driver and vehicle data, including stress or fatigue
annotations. This limitation in data availability is a hurdle that continues to impede the
development of universally applicable and effective DMS.

2.2 Drowsiness and Distraction Parameters

One aim of this study is to investigate the correlation between different signals and their
effectiveness in the future development of DMS. After conducting extensive research on
the current state of the art, a wide range of parameters has been evaluated to improve the
accuracy of detecting drivers’ attention states. A key finding from this research highlights
the importance of integrating multiple parameters, as singular metrics are insufficient
in accurately capturing the complex nature of driver distraction. Consequently, studies
are increasingly examining a wider range of parameters, both within the same category
(such as physiological, video, vehicle dynamics, or ocular dynamics) and across different
categories. These parameters are primarily used to identify states of distraction and/or
fatigue, which often overlap. The table categorises each parameter reflecting the nuanced
approach required to accurately monitor driver attention and safety (Table 1).

Table 1. State-of-the-art analysed parameters for distraction detection.

CATEGORY VARIABLE DESCRIPTION REFERENCE

Physiological Electroencephalogram
measures (EEG)

There is good evidence
that rising alpha (8–11Hz)
and theta (4–7 Hz) EEG
activities indicate
increasing sleepiness and
thus the potential for lapses
in attention and behaviour

[16, 17]

Physiological Heart rate variability
(HRV)

Elevated HRV can indicate
increased mental workload
or stress, while a lower
HRV is often associated
with fatigue or drowsiness

[18, 17]

Physiological Electrodermal activity
(EDA)

Refers to the variation of
the skin’s electrical
conductance in response to
sweat secretion. Skin
conductance can be a
measure of emotional
response

[19]

(continued)
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Table 1. (continued)

CATEGORY VARIABLE DESCRIPTION REFERENCE

Physiological Skin Temperature Can signify a driver’s
stress or relaxed state,
impacting their attention
and alertness

[19]

Ocular dynamics Visual fixation Used to indicate a loss of
focus on the road. Alert
drivers frequently shift
their gaze, actively
engaging with their
surroundings

[20, 21]

Ocular dynamics Pupil diameter Changes in pupil size can
indicate changes in
alertness, helping to detect
moments of distraction or
drowsiness

[20]

Ocular dynamics Eye glance position Prolonged or frequent
glances away from the
road, as indicated by eye
glance position, suggest
the driver is not paying
attention to the driving task

[21]

Vehicle behaviour Steering wheel variability Variability is greater as
drivers become more
distract

[22, 17]

Vehicle behaviour Steering wheel reversal
rate (SWRR)

Variability in SWRR
indicates a change in
steering behaviour that is
symptomatic of both
distraction and fatigue

[23]

Vehicle behaviour Standard deviation of lane
position (SDLP)

Lane-tracking variability
was observed to be related
to the amount of distraction
and drowsiness in drivers

[24, 17]

Vehicle behaviour Steering wheel rapid
movement (SWRM)

High variability in SWRM
can indicate a lack of
smooth steering control,
often due to a driver’s
divided attention or the
onset of fatigue, leading to
more frequent and erratic
steering corrections

[22, 17]

(continued)
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Table 1. (continued)

CATEGORY VARIABLE DESCRIPTION REFERENCE

Vehicle behaviour Mean square of the lane
deviation

It is considered to be an
accurate and reliable
measure for the detection
of distraction

[22, 17]

Vehicle behaviour Time to line crossing
(TLC)

Used to predict driver
impairment due to
drowsiness and distraction,
representing how much
time before the vehicle
drifts out of the lane

[25, 17]

Vehicle behaviour Lane keeping offset When the driver performs
a secondary task, her/his
lane keeping ability
degrades. A road segment
is described by speed limit
and road curvature

[26, 23]

Vehicle behaviour Standard deviation of
speed (SDS)

When the driver performs
secondary task, her/his
speed maintenance ability
degrade

[26]

Vehicle behaviour Brake pedal angular
position

The physical response of
braking can be correlated
with attention levels while
performing various driving
manoeuvres

[19]

Vehicle behaviour Gas pedal angular position Changes in gas pedal
position, such as sudden
acceleration, can reflect the
driver’s response to
external stimuli or a lapse
in attention

[19]

Video based Observation of body
motions

Driver alertness decreases
over time; initially, drivers
are more active in
checking mirrors and the
road. Over an hour, these
behaviours reduce

[27, 17]

Video based Face position Determining face pose
involves analysing the
orientation and position of
the face, and head
movements. Normal face
orientation while driving
should be forward-facing,
deviations suggest
distraction

[20]

(continued)
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Table 1. (continued)

CATEGORY VARIABLE DESCRIPTION REFERENCE

Video based Drivers’ Interaction with
Car Interior

Quantifying the number,
the type, and the conditions
of events and interactions
between car and driver

[19]

Video based Emotions detection Facial expression analysis
in drivers assesses their
emotional state, which can
significantly impact
driving behaviour and
potentially lead to
accidents

[28, 29, 30]

Physiological Parameter. Detecting distraction in drivers relies on a set of physiolog-
ical parameters that provide insights into their cognitive and physical states.

These indicators include variations in heart rate, which can escalate during periods
of distraction [17, 18]. Skin conductance gauges changes in the electrical conductance
of the skin, reflecting alterations in the autonomic nervous system that occur during
distraction [19].

In addition, the monitoring of electroencephalography (EEG) signals can provide
valuable information about brain activity. Sudden shifts in beta waves, for example, can
suggest drowsiness and distraction [16]. Moreover, alterations in skin temperature can
indicate changes in the autonomic nervous system, revealing physiological responses to
distraction or drowsiness. The temperature fluctuates based on blood flow and sympa-
thetic nervous system activity. Increased distraction can result in heightened sympathetic
nervous system activity and vasoconstriction, causing a drop in skin temperature [19].

Ocular Dynamics Parameters. Parameters related to ocular dynamics can provide a
more comprehensive understanding of the driver’s alertness and focus. Measuring blink
rate and amplitude provides valuable insights into cognitiveworkload and attention levels
[20]. Tracking gaze direction is another essential parameter, as shifts in focus away from
the road suggest distraction [20, 21]. The analysis of saccades, which are rapid eye
movements between fixations, can help assess the ability to shift attention efficiently.
Pupil diameter is also a sensitive indicator, with dilation often associated with increased
cognitive load. Variations in pupil size can reveal fluctuations in alertness, helping to
identifymoments of distraction or drowsiness [20]. In addition, evaluating eyemovement
patterns, including smooth pursuit, can determine the driver’s capacity to track moving
objects. Jerky or irregular movements may indicate impaired concentration [20, 21].
PERCLOS,which stands for Percentage of EyeClosure,measures the percentage of time
a person’s eyes are closed over a specific duration, usually expressed as a percentage.

Vehicle Dynamics Parameters Vehicle dynamics parameters include factors that con-
tribute to understanding the state of the vehicle and the driver’s attentiveness. These
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factors include steering wheel movement, acceleration, deceleration, and lateral move-
ments, which provide valuable insights into the driver’s engagement with the driving
task [23].

To examine steering behaviour, it is necessary to analyse the frequency, amplitude,
and smoothness of steering inputs. Abrupt or erratic steering changes may indicate
distraction or drowsiness [23]. Additionally, acceleration and deceleration patterns are
critical, as sudden or inconsistent changes in speed may suggest a lack of focus [23, 26].
Lateral movements, such as lane deviations or drifting, can also provide further clues
about the driver’s state [23, 26].

Furthermore, the analysis of vehicle dynamics encompasses parameters such as yaw
rate, which measures the vehicle’s rotation around its vertical axis. Abnormal yaw
behaviour, such as excessive swaying or instability, can be associated with impaired
driving attention [23, 26].

Moreover, examining brake usage, gas pedal, and other control inputs contributes to
a comprehensive evaluation of driver vigilance [19].

Video-Based Parameters Video-based parameters involve the analysis of various
visual cues within the captured video feed. The driver’s posture is assessed for any
unusual slouching or body movements that deviate from the norm [27]. Additionally,
headmovements can be scrutinised,with a focus on the head orientation thatmay indicate
a lack of attentiveness [20, 23, 27]. Another kind of analysis examines the driver’s over-
all spatial awareness and responsiveness to the surrounding environment [19]. Another
interesting aspect that has only recently begun to interest the DMS sector is driver
emotion recognition. The correlation between drivers’ emotional states and attention
levels has been extensively studied, with research indicating that emotions significantly
influence driving behaviour and cognition. Emotions like happiness and anger not only
impact attentional demands but can also lead to aggressive driving behaviours [28]. Rec-
ognizing the importance of real-time detection of drivers’ emotional states, the DMS
field has developed systems to mitigate potential driving risks associated with negative
emotions. For instance, Wu et al. [29] designed a DMS that uses a deep convolutional
neural network for facial emotion recognition and audio resources to alleviate nega-
tive emotions, thereby reducing driving risks. The system has shown promising results
in accuracy and reliability. Building on this, [6] proposed an emotion-aware vehicle
architecture that adjusts the car’s dynamics in response to the driver’s emotions, linking
negative emotional states to driving performance.

In summary, while modern DMS proposals in the literature highlight the significance
of a multimodal approach, they struggle to introduce a system that truly evaluates all the
aspects discernible from driver analysis throughmodern sensors. The aspiration for such
a comprehensive system is to not only align with regulatorymandates but to significantly
enhance road safety by mitigating risks associated with driver distraction and fatigue.

The literature also reveals a reliance on control unit data in DMS development.
While these data provide valuable insights into vehicle dynamics, it does not provide a
complete picture as it does not capture the physiological and behavioural nuances of the
driver’s state. Taken together, these studies highlight the importance of a multimodal,
comprehensive approach that takes into account the myriad aspects of the driving expe-
rience, from the physical to the behavioural and from the individual to the universal,
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but also highlight various limitations, such as the difficulty in accurately detecting and
differentiating between types of distraction and levels of fatigue. Most existing systems
rely heavily on physical indicators, often neglecting cognitive aspects. There is also the
ongoing challenge of ensuring accuracy and reliability in diverse and dynamic driving
environments. Another limitation is the lack of integration between different types of
indicators. Current systems often operate in silos, analysing specific data sets (such as
visual cues or driving performance metrics) independently. In addition, many of these
systems struggle to process data in real-time, which is essential for timely intervention
and accident prevention.

In summary, while current research in DMS has laid a solid foundation, our work
aims to overcome the existing limitations by creating a more integrated, adaptive, and
real-time system. This advancement not only contributes significantly to the field of
driver safety but also paves the way for the development of more sophisticated ADAS
and autonomous driving technologies.

3 Material and Methods

Our research aims to address the limitations and gaps identified in these studies by
defining a comprehensive multimodal approach to interpreting and understanding data
on dynamic vehicle behaviour during driving, and data collected through the use of
cameras and analysis software based on computer vision and artificial intelligence. In
this way, the potential of DMS and ADAS systems, in general, will be explored, where
it is possible to use data fusion approaches to integrate different types of data with the
common goal of detecting distraction while driving.

The study entails a systematic approach encompassing several key stages:

1. Parameters analysis: First, in-depth research is conducted to identify relevant param-
eters fromexisting literature and studies related to distraction video analysis and signal
correlation during distracted driving.

2. Selectionofparameters: Parameters essential for the assessment of distracted driving
have been selected based on the literature review and the specific objectives of the
study.

3. Data collection: Experimental studies have been carried out using a driving simulator
to recordparticipants’ actions in various driving scenarios. Thedata collected included
video footage processed using computer vision and deep learning software developed
to analyse facial expressions, and degree of head rotation.

4. Manual video analysis: This stage involves observing and annotating driver
behaviour during periods of distraction in the video footage. Key visual cues such as
head direction have been examined for qualitative insights.

5. Data pre-processing: Raw data from the experimental phase are pre-processed,
including cleaning, filtering, and organising, to prepare them for subsequent analysis.

6. Algorithmic parameters calculation: Algorithms are used to calculate specific
parameters previously identified. This automated approach aimed to extract new
information from the data for a more objective and consistent analysis.
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7. Correlation analysis: The final phase focuses on exploring correlations between
different types of signals during instances of driver distraction. Statistical methods
were used to identify relationships between facial expressions, and vehicle dynamics
parameters.

In this study we have chosen to experiment with a select few parameters identified
from the state of the art: Time to Line Crossing (TLC), Steering wheel reversal rate
(SWRR), Steering wheel rapid movement (SWRM), Engagement from emotional anal-
ysis, and head orientation measures such as yaw. This selection was made by referring
to the most representative parameters in the state of the art to assess the driver’s level of
distraction:

1. Time to Line Crossing (TLC).
2. Steering wheel reversal rate (SWRR).
3. Steering wheel rapid movement (SWRM)
4. Engagement from the Emotional Analysis component assesses the “excitement”

associated with the driver’s affective state, which can influence driving behaviour.
5. Head orientation Significant deviations in yaw and pitch values from the normative

range can indicate distractions, as the driver may be looking away from the road.

By selecting these parameters, we aim to create a multi-dimensional profile of the
driver’s state that is accurate and comprehensive, ensuring that our experimental setup
is focused, manageable, and aligned with the key variables that will be empirically
validated to affect driving performance. The inclusion of emotional engagement and
attentional cues in the integration of these parameters offers a novel approach to DMS
development that is sensitive to both the cognitive and affective dimensions of the driving
task (Fig. 1).

Fig. 1. Considered categories of data for the proposed multimodal approach

3.1 Computer Vision and Deep Learning Software

This work incorporates computer vision and deep learning algorithms capable of pro-
cessing large datasets in real-time. This enables the system to adapt to individual driver
characteristics, potentially providing personalised assessments and warnings: 33.
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• Emotion Recognition Module: This module, based on a Convolutional Neural Net-
work (CNN) tested and described in [30], was trained using a merged dataset with
both lab-based and real-world data. The CNN was trained with public datasets like
CK+ [31] and FER+ [32], and the “in the wild” dataset provided by Affectnet [33].
The final dataset composed of 250k photos was split using an 80–20 proportion for
training and validation phases. In the final layer of the CNN architecture, a softmax
function computes the scores for Ekman’s emotions from each video frame captured
by the camera, with the results normalised to a sum of 100 percent. Building on Rus-
sel’s Circumplex model [34], which categorises Ekman’s emotions based on valence
and arousal, we calculate engagement from the emotion percentages. Engagement
scores span from 0 for completely neutral expressions to 100 for highly engaging
ones.

Engagement = Happiness(%) + Surprise(%) + Anger(%) + Fear(%) − Sadness (%) (1)

• Head Direction Module: This module, tested in [35], detects driver attentiveness
from the estimation of head orientation with respect to the camera, using an approach
similar to the one described in [36] to estimate yaw, pitch, and roll parameters. Eye
Aspect Ratio (EAR) is also utilised, calculated based on the eye blinking detection
method outlined in [37]. Originally designed for eye closure detection, the EAR has
also proven to be useful in identifying frontal head tilting by users. This module
returns yaw, pitch and roll values related to the degree of head rotation relative to the
camera view.

4 Experimental Procedure

While this research endeavours to explore the correlations between signals typically
associated with driver distraction, it is important to note that the experimental phase did
not simulate drowsiness states. This omission was a deliberate methodological choice,
primarily due to the challenges inherent in inducing a state of drowsiness in a controlled
environment. Simulating drowsiness can be complex and requires careful monitoring
to ensure the safety and well-being of participants, which may not always be feasible
within the constraints of an experimental setting.

The explored case study was conducted using a driving simulator operating on the
SCANeR Studio 1.7 platform, which is adept at simulating sensors and automated driv-
ing functionalities, essential for a realistic and controlled testing environment. The static
driving simulator is equipped with an engine simulation and authentic car controls, such
as a driver’s seat, pedals, and gearbox. Additionally, it features a SensoDrive steering
wheelwith haptic force feedback to emulate real driving conditions. The simulation envi-
ronment is enhanced with visual aids, including a video projector and a 15.6′′ display
behind the steering wheel, presenting a full digital Human-Machine Interface. Synchro-
nisation is accomplished by using the simulator machine timestamp, which enables a
distributed system architecture that is necessary for testing and validating the AI algo-
rithms involved. The vehicle’s various parameters could be monitored and controlled
by drivers through a tablet located on the dashboard. This interface served as both a
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Fig. 2. The driving simulator

control mechanism and a means of introducing distraction events, simulating the impact
of external factors on the driver’s attention (Fig. 2).

The driver was captured from multiple angles using strategically positioned HD
cameras. One of the cameras was connected to an Intel NUC11PAHi7, which ran the
software for emotion analysis and head analysis. Other cameras provided additional
cabin perspectives. This enabled a comprehensive analysis of the driver’s reactions and
engagement.

The key hardware integrated into the simulator included:

• Hikvision Digital Technology DS-2CE16H0T-ITF HD cameras for high-definition
recording

• A Samsung Galaxy Tab A8 used for vehicle interaction and distraction induction.
• Onboard dedicated processing modules, integrated with the simulator, to monitor

vehicle dynamics in real time, supporting a lifelike driving simulation and enabling
crucial data collection.

The AVSimulation SCANeR software has been used to create two environmental
scenarios for the driving simulation: highway and urban. The highway scenario incorpo-
rated random behaviours and overtaking capabilities to simulate real traffic conditions.
The urban setting was characterised by a dense network of traffic signals, roads, and
pedestrian crossings, with diverse road users including cars, motorcycles, bicycles, and
pedestrians. These environments were designed to simulate varying traffic and weather
conditions, challenging drivers to adapt their behaviour to the complexities of the road.

Within these simulations, three specific contexts were crafted to elicit different emo-
tional and cognitive states in drivers. The first context mimicked the urgency of a parent
late to collect their child from school. The second scenario envisioned the driver setting
off on a much-anticipated vacation, aiming to induce a sense of relaxation and joy. The
third scenario involved the driver being called into work on their day off for an urgent
meeting, intended to provoke feelings of frustration and stress (Fig. 3).

To further engage the drivers and introduce elements of distraction, five secondary
tasks were integrated into each driving session. These tasks required drivers to interact



262 A. Generosi et al.

Fig. 3. An example of a simulated scenario

with various objects within the vehicle and execute specific actions such as interact-
ing with a simulated Human-Machine Interface (HMI) of the car’s dashboard, in this
case a tablet. These interactions involved completing various tasks to simulate potential
distraction activities in real-world scenarios, including:

• Answering the phone
• Sending messages on the phone
• Talking on the phone while holding it to the ear
• Drinking

These were employed to mimic realistic distractions and observe the drivers’
responses. Through a systematic combination of these distraction events and the
sequence in which they were performed, paired with different driving conditions, five
distinct scenarios emerged that were colour-coded for clarity. These scenarios, labelled
with the colours blue, yellow, orange, green, and purple, provided a comprehensive list
of distraction levels and driving conditions for analysis.

Nineteen participants, 9 males and 10 females aged between 21 to 53, were enlisted
for the study. Each participated in three separate 10-min sessions, each presenting one
of the three contexts. Throughout these sessions, participants engaged in the prescribed
tasks to simulate distraction, allowing for a comprehensive assessment of their reactions
within the simulated driving environments.

5 Experimental Results

5.1 Qualitative Analysis

The findings of our study are here analysed using visual data, highlighting the behaviour
of certain indices across the five colour-coded test scenarios designed to study driver dis-
traction under varying traffic conditions. The data encompassed telemetry metrics, facial
expressions analysed through Ekman’s framework, and head orientation movements
measured in yaw, pitch, and roll.
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We’ll analyze how these data, retrieved during the distracting scenarios, compare
with the data outside these events.

The aim of this qualitative analysis is, in fact, to spot particoular trends in these
parameters, especially during moments of distraction.

First step regards the observations from the facial expression analysis software,
which identified notable changes in engagement and valence among subjects during
distractions, identifying patterns that suggest a relationship between certain expressions
and decreased driving performance.

For example, subject 16 showed a significant shift in engagement during specific
distraction tasks, such as responding to messages and using a tablet. This variability in
emotional responses underscores the complexity of driver reactions to distractions and
highlights the potential for emotional states to influence driving behaviour (Fig. 4).

Fig. 4. Engagement and Valence data of subject coded “16” showing their trends across
distractions events highlighted by the coloured vertical bars

Similarly, the analysis of data collected by the software to gauge driver attention
based on head orientation reveals that significant yaw deviations correspond to decreased
attention levels, as anticipated, since yaw rotation signifies turning around the vertical
axis. Consequently, elevated values of this measurement suggest that the driver’s head is
turned away from the front. During the tests, most distraction activities required the user
to turn right since the standard driving position in Europe is on the left of the car, resulting
in the highest deviations observed either during these activities or at the beginning and
end phases of the test when drivers typically glance around (Fig. 5).

Some subjects exhibited peaks in emotional engagement before the distraction event
occurred, suggesting that anticipation or reaction to the instruction itself could be a
distraction. However, for many subjects, no clear trends were identified, possibly due to
inaccuracies in data collection, particularly with camera-based measurements. Factors
such as inadequate lighting and improper camera angles could have compromised the
data quality, affecting the reliability of emotion detection based on facial expressions.

Vehicle dynamics data further elucidated the impact of distractions on driving per-
formance. The analysis of telemetry data shows a recurring trend highlighted in the liter-
ature. When drivers become distracted or anticipate distraction, they typically exhibit a
decrease in vehicle speed. Such speed reduction is commonly associated with a protec-
tive instinct wherein drivers preemptively slow down upon recognizing the impending
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Fig. 5. Yaw and Attention data of subject coded “2” showing their trends across the driving
simulation

engagement in a secondary task that will divert their attention from driving. This behav-
ior was consistent across subjects, with notable deviations in speed trends observed
during distraction scenarios. Subject 2 exhibits this trend in the most clear and evident
manner during the “Drink from bottle” distraction event, where cognitive engagement
is required to locate and open the bottle (Fig. 6).

5.2 Quantitative Analysis

Aquantitative analysis has been then conducted to explore correlations between the avail-
able data and indicators, specifically focusing on steering wheel reversal rate (SWRR),
steering wheel rapid movement (SWRM), and time to lane crossing (TLC). The aim
was to determine whether data from non-distraction periods could predict outcomes
during distraction events, offering insights into the predictive potential of these metrics
across varying levels of driver distraction. Our analysis also involved a meticulous cat-
egorization of driving behaviour data, separating it into two groups: ‘data with events,’
captured during distraction periods, and ‘data without events,’ representing normal driv-
ing conditions. This segmentation facilitated a targeted examination of how distraction
events influence driving behaviour. From these groups, we conducted additional subdivi-
sion based on thresholds exceeded by the specific indicators TLC, SWRR, and SWRM.
The primary objective was to discern differences between the datasets with and with-
out events across all combinations of indicators: this granular classification resulted in
fourteen distinct subsets, seven corresponding to ‘data with events’ and seven to ‘data
without events’. This comparative analysis aimed to identify behavioral changes dur-
ing distraction events, providing insights into how such events alter driving patterns.
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Fig. 6. Telemetry data of subject coded “2” showing their trends across distractions events
highlighted by the coloured vertical bars

Through this approach, we sought to understand the specific impact of distraction events
on driving behavior, independent of individual indicators, allowing for a comprehensive
examination of the driving dynamics under varying conditions of attention. The box-
plots in Fig. 7 serve to illustrate the dataset subdivision utilized as the foundation for
subsequent analysis. At the top, we present the complete dataset without events on the
left, alongside a subset extracted from it where all indicators exceeded their respective
thresholds as indicated in the boxplot (e.g., TLC < 6.4 s, SWRM > 13°/s, and SWRR
> 6°) on the right. The bottom row mirrors this setup, but now exclusively features data
collected during distraction events. In particular, we show Speed Y data in the boxplots
with the described subdivision (Fig. 7).

This investigation sought to determinewhich combinations of indicatorsmost closely
mirrored the ‘data without events’, suggesting their potential utility in predicting key
variables like Speed X or steering wheel angle during distraction events. This approach
was grounded in statistical analyses, including Mann-Whitney, Kolmogorov-Smirnov,
and t-Tests, to accommodate the non-normal distribution of our data, despite its large
volume.

Variable N. KPI combinations
acceleration_y 33

steeringWheelAngle 26

speed_y 23

speed_x 14

acceleration_x 11

tlc 10

roadInfo_laneGap 8

steeringWheelSpeed 1
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Fig. 7. Boxplots of ‘data without events’ (top) and ‘with events’ (bottom). To the right a subset
from each dataset shown on the left is taken under the condition that the three indicators go over
the thresholds indicated

These results illustrate the frequency of different variables appearing in combinations
that could potentially predict distraction events based on various indicators. Acceleration
in the y-direction appears most frequently, with 33 combinations across the several
driving scenarios performed by the users, followed by steering wheel angle with 26
combinations and speed in the y-direction with 23 combinations. Other variables such
as speed in the x-direction, acceleration in the x-direction, time to lane crossing (TLC),
and road lane gap information also show notable occurrences. These findings suggest
that certain variables may play a more prominent role in predicting distraction events,
providing valuable insights for further analysis and mitigation strategies in enhancing
driver safety. For instance, specific KPI combinations that yield y-axis acceleration
values similar to those observed during distraction events indicate the occurrence of
such events. This finding is instrumental in delineating the most effective combinations
of indicators for predicting distraction, ranging from individual thresholds like TLC
< 6.4 s, SWRM > 13°/s, SWRR > 6°, to composite thresholds involving multiple
indicators.

In conclusion, the quantitative analysis underscores the significance of y-axis acceler-
ation and steering wheel angle as key variables for detecting driver distraction. Through
meticulous statistical testing and data segmentation, we’ve identified specific indica-
tor combinations that offer a predictive lens for monitoring and potentially mitigating
distraction-induced impairments in driving performance.
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6 Discussion and Conclusion

This study aims to improve the understanding and development of DMS through a
meticulous analysis of state-of-the-art parameters and processing techniques. Our pri-
mary objective was to investigate the essential components that underpin the effective-
ness of DMS. To achieve this, we introduced a multimodal approach to data processing
that seamlessly integrates information from the vehicle’s control unit with vision-based
data. This innovative fusion has significantly improved the accuracy and reliability of
DMS. The findings from the experimental investigation provide a compelling narra-
tive on the nature of driver distraction. The correlations observed among the diverse
signals—ranging from steering patterns to emotional cues—demonstrate a significant
alignment with the actual states of distraction as reported by participants, validating
the ground truth data. These results underscore the potential of multi-signal analysis
as a reliable indicator of distracted driving behaviors. Crucially, the study has shown
that by integrating various data streams, such as the Standard Steering Wheel Reversal
Rate (SWRR), Time to Line Crossing (TLC), Steering wheel rapid movement (SWRM),
along with emotional engagement, and face orientation, we can achieve a robust detec-
tion system. The consistency of these signals with self-reported distraction instances
strengthens the argument for a multimodal DMS capable of discerning subtle shifts in
driver focus and engagement. This research contributes to the growing body of evidence
that supports the use of complex data fusion in DMS. By leveraging a combination of
behavioural, physiological, and emotional signals, we can enhance the predictive power
of these systems, potentially leading to more responsive and adaptive safety mecha-
nisms in vehicles. Moving forward, these conclusions not only pave the way for more
advanced DMS development but also highlight the importance of continuous data val-
idation against real-world scenarios. Future research can build on these foundations,
exploring broader signal sets and refining detection algorithms to cater to the nuanced
spectrum of driver behaviours. Although no states of drowsiness were simulated in the
experiment, the findings related to distraction are still highly relevant, as the behaviours
exhibited during distracted driving can share similarities with those observed in drowsy
driving, such as delayed reaction times and decreased vehicle control. We acknowledge
this limitation in our research design and propose that future studies could incorporate
physiological measures, such as EEG or more accurate eye-tracking metrics that do
not require the actual induction of drowsiness but can infer the state based on known
biomarkers. Moreover, the development of advanced simulation technologies and safer
experimental protocols could eventually allow for the inclusion of drowsiness simula-
tions in amanner that is both ethical and effective. However, while the current study does
not include drowsiness simulations, the insights gained from the analysis of distraction
signals contribute valuable knowledge to the field of DMS and lay the groundwork for
future research to build upon.
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Abstract. As language technologies have become more sophisticated and preva-
lent, there have been increasing concerns about bias in natural language processing
(NLP). Such work often focuses on the effects of bias instead of sources. In con-
trast, this paper discusses how normative language assumptions and ideologies
influence a range of automated language tools. These underlying assumptions can
inform (a) grammar and tone suggestions provided by commercial products, (b)
language varieties (e.g., dialects and other norms) taught by language learning
technologies, (c) language patterns used by chatbots and similar applications to
interact with users. These tools demonstrate considerable technological advance-
ment but are rarely interrogated with regard to the language ideologies they inten-
tionally or implicitly reinforce. We consider prior research on language ideolo-
gies and how they may impact (at scale) the large language models (LLMs) that
underlie many automated language technologies. Specifically, this paper draws
on established theoretical frameworks for understanding how humans typically
perceive or judge language varieties and patterns that may differ from their own or
their perceived standard. We then discuss how language ideologies can perpetuate
social hierarchies and stereotypes, even within seemingly impartial automation.
In doing so, we contribute to the emerging literature on how the risks of language
ideologies and assumptions can be better understood and mitigated in the design,
testing, and implementation of automated language technologies.

Keywords: Language Technologies · Standard Language Ideologies · Bias ·
Artificial Intelligence (AI)

1 Introduction

Language technologies have become more prevalent and sophisticated. For instance,
numerous tools for revising and improving grammar, writing style, tone, and vocabulary
(e.g., Grammarly, WhiteSmoke, andWordTune) are publicly available via mobile phone
applications and browser plugins. In educational settings, many contemporary technolo-
gies purport to teach reading and writing while enabling automated writing evaluation,
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computerized adaptive testing, and formative assessment (Ben-Simon & Bennett, 2007;
Burner, 2016; Deane, 2013; Gardner et al., 2021; Graham et al., 2015; Krishnan et al.,
2021; Heritage, 2021; Peng & Spector, 2019; Teng, 2022; Thompson & Weiss, 2019;
Van der Linden & Glas, 2000; Wingate, 2014).

Commonly used language technologies—whether for personal or educational use—
shape our language learning experiences and contexts for language use (e.g., in the
workplace, higher education, and personal life, Ajisoko, 2020; Alharbi, 2023), and their
prevalence has begun to motivate researchers to examine these effects. However, the
ways in which these systems may reinforce normative or biased assumptions about
language and people are often unexplored (Blodgett et al., 2020). Human-computer
interaction (HCI) researchers and developers need to be aware of how language attitudes
and biases may manifest within or as the result of using language technologies. For
example, understanding deeply entrenched myths about “standard” English may inform
how HCI experts effectively serve (and avoid excluding or harming) a broader range of
technology users. In this paper, we first briefly explain the nature of language ideologies
(Sect. 1) and the impact of standard language ideologies within language technologies
(Sect. 2). We conclude by discussing ways to potentially mitigate those issues and
illustrate how those ways may be used to counteract some negative effects of standard
language ideologies (Sect. 3).

2 Understanding Language Ideologies

2.1 Language Ideologies

Language ideologies are deeply held but often unarticulated and unexamined beliefs
about the nature of different varieties of language (Lippi-Green, 2012; Milroy, 2001;
Chen, 2018; Lawton & Kleine, 2020). Such ideologies arise both from the attitudes peo-
ple have about the nature of language as well as the stereotypes people hold about lan-
guage users. For example, English language ideologies have typically crystalized around
beliefs about “purity” and “correctness” of standardized language (Milroy, 2007), with
variations from idealized norms perceived as “tainted”, “incorrect”, or “broken.” Exam-
ples of these ideologies are demonstrated by various myths and misconceptions about
dialect (Wolfram & Schilling-Estes, 1998). Such beliefs may assume that (a) so-called
“standard” English represents a singular, uniform, and unchanging dialect; (b) which
must be protected from deviations introduced by careless or uneducated speakers; and
that (c) stigmatized English dialects deserve lower status because they are linguisti-
cally more variable and nonstandard (e.g., in spelling, pronunciation, usage, syntax, or
semantics).

Attitudes toward language varieties also often reflect attitudes toward the users (i.e.,
speakers and writers) of those varieties. For instance, in English, research demonstrates
that standardized varieties may be associated with Whiteness and wealth, whereas non-
standard varieties are associated with lower socioeconomic status, minoritized, and
marginalized populations (e.g., racial and ethnicity minority groups, less educated peo-
ple, and immigrantswith “foreign” accents) (Kutlu et al., 2022;Milroy, 2002). In parallel,
research suggests that stereotyped beliefs about nonstandard English speakers can lead
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to discriminatory practices. Spence et al. (2022) found that the presence of social stereo-
types (e.g., about gender) compounded biases against job candidates who also spoke
with a nonstandard accent. Similarly, investigations of U.S. court cases have found that
defendants who spoke African American Vernacular English (AAVE) were judged to be
less credible and received more guilty verdicts (Kurinec & Weaver, 2019).

In sum, language ideologies describe beliefs about language and language users.
Standard language ideologies further describe beliefs that certain language varieties (or
a single variety) are correct or ideal, whereas “nonstandard” varieties are incorrect and
undesirable. These ideologies are intertwined with social stereotypes.

2.2 Standard Language Ideologies in Academic Settings

In academic settings, standard language ideologies acquired from informal sources (e.g.,
social media, news media, parents, friends, and everyday conversation, e.g., Kidd, 2016;
Silber Mohamed & Farris, 2020) are mingled with language ideologies embedded in
instructional materials. In schools, language serves both as the vehicle for instruction
and, in certain classes, the topic of instruction. Thus, language ideologies that appear in
educational settings may be more strongly reinforced by the formalized nature of edu-
cation (e.g., curricula, learning objectives, assessment, and testing). Schooling empha-
sizes the acquisition of ideas normatively perceived as “accurate” and “factual” (e.g.,
correct word spellings) whereas deviations are penalized as “mistakes” (e.g., dialecti-
cal spelling variations). Indeed, for much of the 20th century, language ideologies in
United States education systems were influenced by themes of social and linguistic
purity (Ayres-Bennett, 2016; Curzan, 2014; Drake, 1977).

Currently, alternative approaches to teaching with and about nonstandard language
varieties are gaining popularity (e.g., Dalton et al., 2011; McSwan, 2020; Snell, 2013).
Suchwork recognizes that learners think and thrive in a variety of languages and dialects,
and incorporating authentic language variance in instruction supports effective learning.
However, such work is still rather scarce. The social and instructional processes that give
rise to preferential and biases language ideologies are still very much present, and tech-
nology designers must remain vigilant about potential biases reinforced by their work.
For example, when implementing generative artificial intelligence (gen AI) and large
languagemodels (LLMs), developerswill have tomake choices about which language(s)
and corpora to use when training models or reporting output. One temptation will be
to emphasize supposed “clarity” or “consistency” by focusing on only one imagined
“standard” dialect. Focusing on “standard” language may also seem simpler or more
affordable and may appear to benefit students by reinforcing more socially acceptable
ways of speaking and writing. These rationalizations, however, run the risk of perpetu-
ating or reinforcing the myriad stereotypes and social stigma (i.e., language ideologies)
that underlie the “standard” language variety in the first place.

In the following section, we explore the impact of language ideologies on technology
development and use more directly.



274 M. Goldshtein et al.

3 The Impact of Language Ideology on Technology

Despite considerable evidence that there is not one standard English (Lippi-Green, 2012;
Trudgill & Hannah, 2013), standard language ideologies continue to influence both
humans and the technologies we produce (e.g., grammar recommendations in popular
writing tools and the style of generative AI outputs). As language technologies expand,
it is imperative that we understand both how biases and other functional shortcom-
ings might undermine their reach and efficacy. These challenges are particularly crucial
for technologies designed for education, which can formally entrench certain ideologies
and/or gatekeepopportunities for learning andcareer goals. For example, automatedwrit-
ing evaluation software that penalizes “nonstandard” English when grading standardized
exams could negatively impact students’ ability to graduate.

As briefly described in Sect. 1, many biases and language ideologies are learned
implicitly via exposure to language and language patterns. Such patterns can be “built
into” language technologies based on how underlying models are trained. Indeed,
research on language technologies has revealed biases against nonstandard English that
mirror commonhumanbiases. Table 1 summarizes several instances of bias found among
humans and language technologies spanning phonology (e.g., sounds and pronuncia-
tion), syntax (e.g., grammar and structure), pragmatics (e.g., practices and context), and
lexical and semantic (e.g., word choices and meanings).

Table 1. Parallel language-based biases observed among humans and technologies

Linguistic Level Human Biases Language Technology Biases

Phonetics and Phonology Baratta, 2017; Munro, 2023;
Silaj et al., 2023

Mason & Carson-Berndsenm
2023; Chan et al., 2022;
DiChristofano et al., 2022;
Martin & Wright, 2023; Markl,
2022; O’Neill 2017; Spence
et al., 2022; Schleef, 2017;
Wassink et al., 2022

Lexical and Semantic Haig & Oliver, 2003; Caliskan et al., 2017;
Gururangan et al., 2022; Reyero
Lobo et al., 2023

Pragmatic Strickland & Young, 1999;
Economidou-Kogetsidis, 2016;

Kotek et al., 2023; Koenecke
et al., 2020

Syntactic Gupta, 2010; Strickland &
Young, 1999

Liang et al., 2023; Martin &
Tang, 2020; Tan et al., 2020;
Santiago et al., 2022; Koenecke
et al., 2020

Researchers have begun to develop machine learning techniques for detecting and
mitigating bias (see Sects. 3.1 and 3.2), such as disparate outcomes for diverse technology
users (e.g., scoring that is less accurate for certain demographic groups). However, to our



The Social Consequences of Language Technologies 275

knowledge, very little work is being conducted that directly confronts biases related to
language ideologies andmarginalized language varieties.Without careful consideration,
language technologies may continue to perpetuate or even amplify assumptions about
normative language standards and people (Blodgett et al., 2020), thus undermining any
effort to “de-bias” automated technologies.

3.1 Language Technologies and Education

As alluded to previously, the education sector represents a substantial audience for lan-
guage technologies. Such tools are being used to support teaching, learning, formative
assessment, evaluation, and other decision making. A wide range of technologies are
available, including ubiquitous word processing tools (e.g.,MicrosoftWord andGoogle-
Docs), systems for proofreading and editing (e.g., Grammarly, Hemingway, Ludwig,
WordTune, and WhiteSmoke), language learning apps (e.g., DuoLingo and Babbel),
and intelligent tutoring or automated writing evaluation systems designed to teach writ-
ing (e.g., Writing Pal, Roscoe & McNamara, 2013; McNamara et al., 2014, and MI
Write, Wilson et al., 2021). Currently, with the advent of gen AI and LLM, we are wit-
nessing an even greater proliferation of literacy-related technologies to support the above
examples. For example, Kahn Academy has recently launched Kahnmigo—a chatbot
that embeds ChatGPT into a wrap-around system to provide hints to students using their
online services. Whether these systems are helping students to develop their language
specifically or not, they appear to be targeting and using very similar language patterns.

Biases about nonstandard language varieties are widespread and typically associated
with stereotypes about language users (Preston, 2017; Curzan, 2014). In education, for
instance, language ideologies might manifest with regard to prescriptive grammar rules
and beliefs about “correctness,” which in turn might conflict with nonstandard English
varieties or foreign language heritage (e.g., verb tenses and word orders). Knowing and
using “proper” grammar is frequently interpreted as a signal of “intelligence” or “being
educated.” Due to formal educational activities of instruction and assessment, we argue
that the language uses and rules embodies in educational language technologies are
likely to be interpreted as “correct English” and perpetuate impressions of nonstandard
dialects as substandard (Haig & Oliver, 2003). Research suggests that both teachers and
students are susceptible to these sorts of biases (Cushing, 2021; Rose&Galloway, 2017);
students may be more vulnerable because they are the targeted audience of instruction
and beholden to assessment criteria (i.e., following “the rules” or else receiving a failing
grade).

Innovative language technologies have the potential to dramatically improve indi-
vidualized instruction and assistance on a scale that was previously impossible, but they
must be used cautiously. For example, the “garbage in/garbage out” problem (GIGO;
Gieger et al., 2021) ofmachine learning applies to how language technologies are created
and trained (e.g., biased input corpora), and we must also consider issues of sampling
and transparency. These examples are not exhaustive of the myriad issues encountered
by language technologies (e.g., we do not address pedagogical principles or needs), but
nonetheless help to appreciate the scope of the challenge.
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3.2 Biased Training Data (Garbage in, Garbage Out)

A well-known problem in machine learning—garbage in/garbage out (or GIGO)—
describes the impact of training data quality and features on resulting models, algo-
rithms, and outputs. In short, if the training data used to generate the system are flawed,
those flaws will be (at best) replicated in the technology. In our work, we explicitly
consider biases and biased language ideologies as the “garbage.” One example of this
problem was demonstrated by the Microsoft Tay chatbot deployed on social media in
2016. Within 24 h of release, the chatbot began to acquire and use racist, misogynistic,
and nonfactual claims and had to be shut down (Wolf et al., 2017). It was discovered
that social media users were able to intentionally train Tay to use such language by
feeding it inflammatory language and ideas, thus tuning the algorithm to rely on that
input as legitimate language content. More recent LLM-based systems have attempted to
implement filters and “guardrails” to prevent such outcomes, such as preventing systems
from learning from new input data (i.e., only original training data are used to generate
responses).

The Tay example is somewhat misleading, however, because it represents intentional
attempts to insert bias into a language-based technology. Developers and users may be
acting with the best of intentions yet still generate bias. In educational contexts, GIGO
problems may manifest due to the limited range of language varieties used to train
instructional and assessment systems. For example, to create a system that assesses
student writing and gives feedback for improvement, developers may create a training
corpus of tens of thousands of pre-scored and annotated essays. Despite such a large
sample, one must consider the varieties of writing and writers that are included or
excluded in the corpus. Moreover, we must consider how the essays were annotated and
what assumptions are present in the rubrics (i.e., what forms of language are explicitly
labeled as “high scoring” versus “low scoring”).

Similarly, metaphors and other forms of figurative language also differ from one
culture to the next (Gupta et al., 2024; Parks, 2010). Without attention to such varieties,
language technologies may be even less equipped to capture the culturally diverse ways
that humans express themselves (Liu et al., 2023).

3.3 Sampling

Another challenge related to training and development pertains towhose data is collected
for such purposes. Research indicates that LLMs are still primarily trained on American,
Canadian, and UK English, and subsequently are not performing well on “nonstandard”
English (Choudhury, 2023) or even Englishes that represent different national back-
grounds (e.g., Australian English; Horvath, 2008; Moore, 2008). Importantly, simply
training on all available language data is typically not feasible for LLMs—a subset of
texts or materials must be curated. Historically, many corpora for NLP have consisted of
newspaper articles, published literature, and similarly formal texts, despite recognition
that these materials differed significantly from spoken language (Lindquist & Levin,
2000). Fortunately, this practice has changed substantially over the two decades, yet
there are still sampling biases related to genre, style, age, language background, socioe-
conomic status, and other demographic factors (Gururangan et al., 2022; Hovy & Yang,
2021).
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Intentions to “be inclusive” when developing a language technology are not suf-
ficient. First, data are not always readily available for different groups present in the
population (i.e., representational bias, Baker & Hawn, 2021), they represent a smaller
proportion of the population and/or often ignored in decision making and design (Baro-
cas & Selbst, 2016; Lerman, 2013). In addition, relevant information about language
users may be missing, thus negating our ability to inspect for inclusion or bias (i.e., mea-
surement bias, Baker & Hawn, 2021). For example, existing training data often lacks
information regarding North-African and Middle Eastern speakers of Arabic because
demographic questionnaires typically do not include options for identifying as such
(Magbouleh et al., 2022). Many current race and ethnicity questions force Arabic speak-
ers ofMiddle Eastern andNorthAfrican backgrounds to choose race and heritage options
such as “White,” “Asian,” “African,” “other,” or “prefer not to say.” Overall, concrete
steps may be needed to reach and involve underrepresented populations and relevant
data that is not being collected as a source of training data, and to be able to correctly
identify those persons who do participate. Valid conclusions about populations affected
by an algorithm cannot be drawn without representation of populations and relevant
information about them (Krishnamurthy, 2019).

3.4 Transparency

Many automated tools lack transparency—their underlying code, computations, vari-
ables, rubrics, and decision-making algorithms are neither visible nor accessible to most
users (Blattner, 2021; Prinsloo, 2020). This challenge can muddle or create distrust in
the educational value of technologies (e.g., to teach, assess, or improve writing), and
can make it difficult or impossible to detect or diagnose biases. Moreover, a lack of
access to internal judgments and rubrics makes it difficult for students to understand
how to succeed. Students may spend time trying to satisfy the mysterious demands of
the technology that engaging in their own meaningful work (Knesek, 2022).

With respect to language and language technologies, a lack of transparency can
also contribute to relatively narrow perspectives of language, genre, registers, and vari-
eties. In such cases, it is unclear whether and what diverse kinds of language are being
assessed. For instance, although tools like Grammarly offer several options for setting
the “tone” of writing, the systems do not necessarily disclose the norms or assump-
tions that define those styles. Walsh (2022) has argued that Grammarly perpetuates
White-centered raciolinguistic norms despite offering several national English dialects
for users to choose from (e.g., American, British, Canadian, andNewZealand).However,
other nonhegemonic varieties of natively spoken English are missing (e.g., Singapore
English)—Grammarly is thus likely to “correct” their standard usage. Within Ameri-
can English, the tool also does not include different dialects that are natively spoken
in the U.S. (e.g., AAVE, Chicano English, and Southern varieties). Consequently, users
of these tools are subtly and invisibly nudged to adopt certain societal and contextual
language norms (e.g., academic English) and ideologies.
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4 Improving Language Technologies in Education

Language technologies already participate in numerous aspects of education, teaching,
and learning, and ongoing innovations (e.g., LLMs and gen AI) have the potential to
further transform educational practices. Consequently, there was already a need to inter-
rogate and address biases in language technologies, and those needs will only grow
in the coming years. Existing language technologies embed social stereotypes, biases,
and standard language ideologies in their models. We thus contend that improving the
language technologies embedded in educational systems will benefit all learners, and
particularly students whose language(s), culture(s), and identities may be excluded or
marginalized in the classroom.

Developers who seek to improve educational technologies will need to conscien-
tiously employ a range of methods to prevent or address these threats. This section offers
several considerations for language technology developers, researchers, and evaluators
who seek more inclusive and equitable tools. These considerations can be advanced with
inclusive design techniques such as participatory design (Bang &Vissoughi, 2016; Bød-
ker et al., 2021; Borges et al., 2016; Mukhija et al., 2021; Spinuzzi, 2005), particularly
when thosemethods are implementedmindfully. Care should be taken to support and not
overburden co-designers, and towelcome contributions rather thanmerely “extract” data
and information (Delgado et al., 2023; Pierre et al., 2021; Sloane et al., 2022). Finally, we
recognize that a robust effort to prevent language technologies from perpetuating biases
will require increasing the technological awareness and knowledge of teachers, students,
and the general public. We thus also include considerations that extend to participants
and stakeholders beyond only the developers.

The field of HCI providers an inventory of methods and existing research compatible
with acknowledging the permeation of standard language ideologies to language tech-
nologies. Participatory design and annotation, along with the evaluation of tools by a
diverse user population can help catch biased behaviors and improve tool interfaces (e.g.,
Chien & Yao, 2020; Menter & Hasirci, 2018; Nekoto et al., 2020; Hannon et al., 2022).
Beyond design and user-experience concerns, the literature on participatory design offers
critical theory that allows researchers to critically examine the ways in which societal
power relations get perpetuated within education and technology and outlining applied
approaches for creating transformative social change (Fine et al., 2003; Paris & Winn,
2013; Tuck & Yang, 2021; Zavala, 2013). The next section outlines a few solutions for
the issues discussed in Sect. 2 and provides participatory design examples illustrating
how these solutions could manifest. The list of solutions and examples is not exhaustive
but is meant to illustrate how one may begin to address standard language ideology
issues in language technology through participatory design.

4.1 Addressing Training Data and “GIGO” Threats

Language ideologies are present inmany aspects of language andperceptions of language
users, which interweave beliefs about language (e.g., the belief that there are standard or
“correct” varieties of a language) andpotentially racist,misogynistic, classist, and similar
social stereotypes. Because these problems exist throughout our everyday conversation,
news and entertainmentmedia, literature, andmore, they are necessarily part of theGIGO
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problem for language technology development (Bender & Koller, 2020; Shaffer et al.,
2023). Without care, existing language ideologies will be fully adopted and integrated
into any language technology, without any mitigation.

Developers have produced algorithmic techniques for mitigating well-documented
socially discriminatory biases (Milios & BehnamGhader, 2022). However, less research
is examining the kinds of cultural biases that might emerge from training data selection
(see review in Talat et al., 2022) or how they impact the treatment of nonstandard
languages. In the last ten years, research on the training and development of LLMs
has grown so fast that communities working on this space are still converging on both
the techniques and the terms necessary to describe them. Early failures appear to have
provided important lessons for the development (and redevelopment) processes. Broadly,
these practices now include (a) selecting training data, (b) pretraining models, and (c)
task adaptation techniques that allow the models to be statistically modified to address
GIGO problems.

First, in educational language technologies, data selection that includes texts from
speakers of nonstandard dialects will be critical to ensuring the students’ cultural and
linguistic knowledge are recognized as valid by automated technologies. We need to
develop and curate data sets that more thoroughly document the language varieties of
marginalized groups. Some efforts are currently being explored to develop new corpora
that encompass a wider variety of dialects. For example, Eisenstein et al. (2023) have
collected a spoken language dataset with several dialects of English (from India, Nigeria,
and the United States). The aim of that dataset, which is available to the public, is to
train automated systems to incorporate linguistic variance. Kendall & Farrington (2018)
report a similar effort with a publicly available dataset representing a variety of spoken
African American English dialects from the US. These data include language features
that can be filtered out in standard datasets (e.g., phonology, syntax, morphology) and a
range of contextual context from the speakers.

Importantly, LLM creation involves multiple stages where algorithms may incor-
porate human biases. Simply increasing the number and size of corpora representing
minoritized language varieties will not necessarily improve subsequent models if devel-
opers do not employ processes ready to address such variance appropriately (e.g., varying
vocabularies, structures, and contexts). For example, Google’s BERT relies on the Penn
Treebank (Rogers et al., 2021), which limits grammaticality judgments used to evaluate
BERT to only dialects represented in the tool. Researchers are beginning to recognize
that we need better representation of L2 and nonstandard English patterns (e.g., Tan
et al., 2020), but the development and testing of these tools has not yet become inclusive
of the people whose language varieties are most stigmatized. This is an important target
for HCI experts to contribute to.

Second, in pre-training stages, observed language patterns inform model parameters
that can mimic general knowledge (e.g., Kauf et al., 2023). These parameters may
include true and useful information, but they may also include known biases. The biases
in training data are likely to remain problematic because the scale of this data is so large
that no researcher can fully understand every bias that may be present (Biderman &
Scheirer, 2020). Several responses to this problem are being explored, such as manually
removing language patterns likely to contribute to these biases. Yu et al. (2023) propose
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a technique that optimizes weights contributing to specific types of bias, in this case,
the gender-profession type, to counteract biases that are perpetuated from data. The
proposed technique has shown success in identifying the sources of implicit bias in a
large pretrained languagemodel. Devlin et al. (2018) introduce BERTmodels, which can
be fine-tuned for specific tasks and be able to counteract or neutralize biased patterns.
While BERT still demonstrates biases, its models have room for de-biasing solutions
(e.g., Bhardwaj et al., 2021; Mozafari et al., 2020) and are being widely employed.

Third, models undergo various task adaptations to improve their ability to make
useful predictions (e.g., Diao et al., 2023; Li et al., 2023). Currently, these adaptations
are mostly driven by improving model metrics that are unrelated to increasing fairness
and equality for model outputs and end-user experiences. Relevant metrics are usually
defined as matching human performance (Collins et al., 2022), a goal which could
potentially lead to greater inequities in subsequent applications. Attending to outputs
that mirror standard dialects and their evaluation as “better” is likely to perpetuate biases
regarding other varieties. To improve equity in educational language technologies, the
HCI community should work with developers to make sure that the task adaptation
and fine-tuning processes are implemented in ways that (a) treat nonstandard language
varieties as socially valid and (b) include ways of appropriately modeling the knowledge
and contexts of relevant communities.

4.2 Improving Sampling Practices

Language models are often trained on a limited number of languages and dialects that
either exclude “nonstandard” varieties or flag them as “incorrect.” Moreover, the data
may lack contextual information (e.g., about the language users, culture, region, and
so on) that may contribute to understanding how language is used. Simply increasing
sample sizes without context is unlikely to prevent bias. Curators of language corpora
must intentionally collect datasets that are representative of relevant linguistic varieties,
including engaging in authentic efforts to obtain data from underrepresented language
users (e.g., Pham et al., 2024; Santiago et al., 2022). Of course, gathering data for
uncommonor stigmatized language varietiesmaybe difficult due to a scarcity of speakers
or an unwillingness on their part to provide data. Thus, additionalmethodsmaybe needed
to overcome barriers to participation (e.g., time, travel, costs, and distrust) (Kuhlman
et al., 2020). Despite those difficulties, the participation of individuals from varying
backgrounds in data collection and the assessment of the resulting tools is crucial for
genuine attempts at debiasing (Burgstahler, 2011; Hunt et al., 2015; Jackson et al.,
2019; Lachney, 2017; Scott et al., 2015; Vakil et al., 2016) that are transparent and
communicated to users (Patel, 2015).

Similarly, in datasets that include human ratings or annotations, such assessments
must include evaluators representative of all relevant languages and communities (e.g.,
Larimore et al., 2021; Yin et al., 2023). If annotators from minoritized backgrounds are
not sufficiently represented among other annotators, their relevant experiences and judg-
ments will also be underrepresented in how the algorithm operates. Consistent group-
level annotations from annotators of similar backgrounds should be considered in the
algorithm development process to influence the eventual functionality. Research has
begun to explore methods for preventing annotators’ variance from being discounted as
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noise, particularly if it is consistent and related to demographic variance (e.g., Plank,
2022). Similarly, researchers are also exploring sources of annotator disagreement and
their connections to identity (e.g., Goyal et al., 2022).

One way to include more diverse language varieties and perspectives in language
technology development is through mindful participatory design research methods
(Bang & Vossoughi, 2016). Participatory design practices have the potential to improve
sampling practices, algorithm functionality, and tool interfaces by involving key audi-
ences and stakeholders throughout the process. For example, Nekoto and colleagues
(2020) describe a participatory design methodology that recruited participants without
formal training to co-create a machine translation database for 30 African languages.
Their recruitment sought partners throughmultiple channels, provided training tutorials,
and enabled communication through online platforms (e.g., GitHub). Participants in the
study represent populations who would not normally be recruited to take part in shaping
machine translation datasets. This gave the researchers an even bigger benefit, in the
form of diverse language datasets from 30 African languages.

In an example of participatory design research that involves educational technology,
Hannon et al., (2012) worked with teachers to redesign a tool for collaborative, inquiry-
based learning. In this study, the authors conducted a multi-year participatory design
project with teachers who varied in their experience with inquiry-based learning. This
collaboration was mutually beneficial, as teachers acquired important pedagogical skills
as they provided the researchers with concrete suggestions on how best to improve the
technology.

Notably, participatory methods must be employed in ways that are mutually bene-
ficial rather than extractive (e.g., developers use participants as sources of inspiration
and data) (Sloane et al., 2022), must authentically represent valid participants’ choices
(Pierre et al., 2021), and avoid introducing additional burdens (Delgado et al., 2023)
such as travel and time costs (Pater et al., 2021).

4.3 Improving AI and Data Literacy

Other approaches for improving language technologies and reducing bias rely on chang-
ing human-computer interactions beyond technology development. Specifically, improv-
ing users’ and teachers’ AI literacy might encourage more critical use of language tools.
Without a general understanding of how algorithms work and their limitations, it may be
harder for users to critically consider outputs from language tools and use themmost effi-
ciently. For example, consider the polarizing “hype” surrounding artificial intelligence
(e.g., Slota, 2020), wherein some users describeAI as nearly all-powerful whereas others
report serious cases of algorithmic bias (Bender et al., 2021; Buolamwini &Gebru, 2018
Eubanks, 2018; O’Neil, 2017). AI literacy might support more balanced understanding
and perspectives about AI capabilities and drawbacks.

One way to help students better understand AI-driven educational technologies and
data could be a school requirement for AI and data literacy education (i.e., the ability to
use and evaluate AI systems; Long&Magerko, 2020). Efforts are beingmade to develop
and test programs and workshops meant to educate users of all ages about automated
language technology, its abilities, limitations, and bias pitfalls (e.g., Hong &Kim, 2020;
Lee et al., 2021a, 2021b, 2021c). These pilot programs have been shown to increase
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user AI literacy. However, there is insufficient data on what AI literacy interventions
lead to student understanding of AI concepts (Casal-Otero et al., 2023), and there is a
need for competency frameworks testing student uptake. In addition, without making
technological literacy a mandatory part of education, it will be hard to ensure critical
use of automated language tools.

Asset-based pedagogy can also help bolster users’ critical approach to automated
language technology. As language technologies becomemore prevalent and widespread,
more concrete educational standards and assessments are needed to prioritize teaching
and learning with AI-driven tools (Koh&Doroudi, 2023; Lee et al., 2020) and to prepare
educators to use them effectively (Chang et al., 2023; Luckin et al., 2022). Teachers
have also reported that professional standards of AI should include teaching students
concepts of ethical issues in big data and media literacy (Chiu, 2023). The recently
published educational policy guidelines on AI in education (e.g., Cardona et al., 2023;
European Commission, 2022; Miao et al., 2021) represent an initial attempt to support
teachers and students in using AI-tools effectively and safely. Still, the guidelines call
for additional investment in teacher professional development (PD) to accomplish this
goal (Cardona et al., 2023; European Commission, 2022; Miao et al., 2021).

A condition for successful uptake regarding AI literacy requires awareness of social
ideological inequities contributing to algorithmic bias and its continuation. In other
words, without awareness of standard language ideologies and their harm, students,
teachers, and other language technology users are not likely to be critical of automated
language technology (Lee, 2008). Even before widespread public access to generative-
AI-driven language technology, existing language curriculum and assessment stan-
dards needed to be revised to integrate students’ linguistic differences (Flores, 2020)
and emphasize students’ flexibility in using academic language skills (Uccelli, 2023).
Increased access to AI-driven language technologies presents an opportunity for gov-
ernments to develop and revise language and literacy curricula and assessments in a way
that fosters the use of such technologies from an asset-based approach (Ocumpaugh
et al., 2024).

5 Conclusions

In this paper, we considered contemporary language technologies in education with
regards to potential language ideologies, biases, and solutions. Specifically, we briefly
reviewed the concept of standard language ideologies and other linguistic biases that
can affect language technologies (see Sect. 1). We argued that these language biases
are intricately tied to social stereotypes and their embeddedness in language expression
and processing. Language technologies, such as those that are being deployed in class-
rooms (see Sect. 2). For example, the “standardized” language varieties appearing in
such technologies can reinforce and amplify biased ideologies, particularly if they are
implemented in literacy instruction and feedback (e.g., automated writing evaluation).
Finally, we described how problems related to demographic sampling and training data
(e.g., the garbage in, garbage out problem) can contribute to biased language models.
Moreover, the opacity of these complex models might exacerbate potential problems by
making it harder to detect, test, or mitigate bias. Finally, we described concerns related
to the use of LLMs in meeting the pedagogical needs of students.
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In response to the above concerns,webegan to outlineways to address these problems
(see Sect. 3). We focused on areas that are well-suited for solutions from an HCI lens.
For example, we described emerging research on machine learning techniques designed
to retrain or filter biases. These techniques should be complimented by improved sam-
pling across underrepresented language varieties, learning technologies that treat these
varieties more equally, and further support for pedagogical development and instruction
that recognizes that students’ home languages are valuable assets. We also illustrated
participatory design examples for achieving the goals outlined above. Attempts to miti-
gate the effects of standard language ideologies within language tools must involve users
in a way that empowers and benefits them.

The various concerns and methods we considered in this paper are far from exhaus-
tive; additional multidisciplinary actions will further aid in creating more equitable
language technologies. For example, language technology developers and researchers
may also need to consider legal and regulatory aspects of inclusive design and use,
and how such concerns may influence corporate and school uptake. Legal protections
already safeguard users’ personal data, particularly in educational context where tech-
nology use may be mandated and when users are minors. Legal mandates may also be
necessary for companies to be transparent about how their algorithms operate and the
demographic composition of training datasets, and perhaps allowing users to provide
feedback in cases of tool dysfunction or observed biases. The social consequences of
biased language technologies are potentially far-reaching, and thus our prevention and
responses to these threats will need to be equally expansive.
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Abstract. HumanActivity Recognition (HAR) is an effective approach to achiev-
ing intuitive Human-Computer Interaction (HCI). Pose estimation, which targets
the entire body, is a major area of HAR, with a focus on skeleton estimation using
computer vision. The primary advantage of estimating the skeleton using com-
puter vision is the ability to reduce the dimensions of the data to be processed
ultimately (advantage of skeleton extraction). However, there are physical limi-
tations due to the nature of computer vision systems. Instances where the target
is detected overlaps with other objects or the image is unclear due to ambient
lighting serve as examples [1].

Furthermore, the skeleton estimation system represents the joints correspond-
ing to the landmarks as 3-axis data. Given the nature of 2D data, the accuracy
of the remaining axis is relatively low. To overcome these issues, we propose the
application of wearable devices based on Inertial Measurement Units (IMUs) in
conjunction with computer vision systems. IMUs are well-suited for measuring
the movement of a target due to their lightweight and compact size. Although
those are vulnerable to noise and require preprocessing [2], this drawback can
be overcome with algorithms at the level of Kalman filters [3], and the required
preprocessing level is lower when applied to AI (Artificial Intelligence).

In this study, we propose a system that mutually complements IMUs and
computer vision systems. The most widely used Pose estimation framework is
Google’sMediaPipe, which defines 32 landmarks [4]. However, wearing 32 IMUs
is not cost-effective or convenient. For this reason, this study proposes wearing
10 IMU sensors on the left and right shoulders, hips, knees, ankles, and wrists.

The contributions of the proposed hybrid system are as follows: In a 2D
computer vision system, when the rest of one axis is incomplete, it can be com-
plemented by IMU data. In the IMU system, when distance data between joints
or position of joints is incomplete, it can be complemented by computer vision.
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When the target to be recognized is overlapped, IMU data can be used as ground
truth. The performance of the proposed system is evaluated based on the skele-
ton extracted using both IMU data and images. A comparison and analysis are
conduct-ed between cases where the skeleton is estimated based on the image and
using IMU data.

Keywords: Skeleton Estimation · Vision-based system · IMU ·Wearable Device

1 Introduction

In the field of Human Activity Recognition (HAR), most research is being conducted on
pose estimation systems in computer vision. In particular, models such asMediaPipe and
MoveNet are good at estimating even joints that are not visible due to the camera angle.
However, the model’s confidence is low if other objects overlay body parts completely.
Due to the nature of HAR, there needs to be instantaneous estimation. However, if the
application is applied in exceptional cases (e.g., the behavior of disabled people or the
elderly), it should be fixed. Accordingly, we propose a complementary system combined
with Inertial Measurement Units (IMU) to overcome the shortcomings of vision-based
user pose estimation systems.

IMU-based HAR System. IMU systems have long been used for various self-
measurements in automobiles, aircraft, and human bodies. The IMU is the most intuitive
device to measure posture and has the advantage of being small in size. Disadvantages
are that drift occurs, errors accumulate over time, and many complex preprocessing
operations are required to handle noise. Overall, filtering and calibration processes are
essential to deal with accumulated errors.

There are pros and cons to both vision-based and IMU-based systems, and they can
complement each other. The most difficult thing when performing pose estimation with
an IMU is that it is difficult to accurately determine the attached location. This can be
easily solved with a vision-based system. In the opposite case, in a vision-based system,
when the subject is obscured by other objects and is not visible, the angle information of
the joint can beobtainedusing the IMUsensor. In this study,wepropose a complementary
system by combining the advantages of heterogeneous systems.

2 Skeleton Estimation

2.1 Vision-Based Skeleton Estimation

The vision-based approach used in this study is MediaPipe, the most popular pose esti-
mation framework. MediaPipe provides both pose and face and hand detection and
coordinates of the detected object, making it suitable for on-device Machine Learning
(ML) applications. MediaPipe’s pose estimation algorithm uses a total of 32 landmarks
and estimates large joints and small body parts such as the eyes, nose, mouth, thumb, and
index finger. MediaPipe is a well-validated and highly accurate framework. However,
since it is a vision-based system, there are cases where estimation is physically impos-
sible (e.g., when the target object is covered by the subject, when the image quality is
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insufficient, etc.). The MediaPipe’s pose estimation model provides not only real-world
3D coordinates but also output defined as ‘visibility’, which is the likelihood of the
landmark being visible.

Fig. 1. Examples of joint estimation success (a) and failure (b) of the MediaPipe.

Figure 1 is an example of posture estimation using MediaPipe. In the Fig. 1(a), all
joints are estimated normally. On the other hand, in the Fig. 1(b), the right leg is not
observed. In the image, the ‘visibility’ of the right knee joint is less than 0.3, which is a
low value compared to other joints. As a result, the right thigh and calf are not drawn in
the estimated skeleton.

2.2 IMU-Based Skeleton Estimation

IMUs have been used in HAR for decades. IMU-based systems have a variety of advan-
tages, including non-invasiveness, portability, and cost. In particular, due to its low price
and small size, it can be easily carried or embedded to be applied to applications such
as sports activity recognition [5], indoor navigation [6], autonomous driving [7], and
fall detection [8]. The trade-off between accuracy and preprocessing cost must be con-
sidered when applying IMU. IMU output is susceptible and requires much effort to
preprocess. It is easily affected by interference from the external environment and even
the body’s natural vibration. Additionally, the drift problem occurring in IMU is the first
problem to be solved in applications using IMUs [9, 10]. Drift in a gyroscope causes
errors to accumulate over time, and magnetometers require periodic calibration because
the surrounding magnetic field greatly influences them.

Most studies that have attempted pose estimation using IMU express them in 3D
space by attaching an IMU to the location corresponding to each joint [11]. In the case
of IMU Poser [12], posture is estimated using a smartphone, watch, and earbuds without
implementing a custom device.

Figure 2 shows an example output from the IMU. In this example, a 6 Degrees of
Freedom (6-DOF) IMU containing a 3-axis accelerometer and a 3-axis gyroscope is
attached to the calf, and the user is walking. Even though it is a prolonged movement,
much noise is generated.

Table 1 shows a comparison of each feature of the vision-based system and the
IMU-based system.
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Fig. 2. Example of 6-DOF IMU output

Table 1. Comparison of features of vision-based and IMU-based systems.

Vision-based System IMU-based System

Landmarks Includes face and fingers Not suitable for small joints

Joint length Estimable Non-estimable

Joint angle Estimable Estimable

Computational
complexity

Higher Lower

System scalability Very high
(Infrastructure dependent)

Low
(Requires custom implementation)

3 Proposed Method

The proposed method to ensure both the vision-based system’s scalability and the IMU
device’s reliability is that if the MediaPipe outputs low ‘visibility’, it is complemented
with an IMU device. Choosing locations to attach the IMUs is essential. There are
32 landmarks used in MediaPipe’s pose estimation, including the face, fingers, and
feet. Since estimating small joints with an IMU sensor is inefficient, our scope is a
large joint among MediaPipe’s landmarks. The large joints defined in MediaPipe are
shoulders, elbows, wrists, hips, knees, and ankles, but we excluded the elbow here. The
elbow angle is estimated using the shoulder and wrist angle information. Since the IMU
provides angle information, the attachment locations of each IMU are the end of each
joint. The IMU for the shoulders is attached to the lateral deltoid muscles, and for the
hips, it is attached to the thighs.

Figure 3 is a system diagram of the proposed system. Users attach 10 wearable
devices designed in this study to large jointed body parts. The device consists of MCU,
IMU, Zigbee, and 220mA battery. The system’s connectivity is Zigbee and has a tree
topology structure. A camera is connected to the PC that collects IMU data, so an IMU
and vision-based system is built.
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Fig. 3. Proposed system diagram.

4 Experimental Setup

4.1 Designing IMU-Based System

In MediaPipe, real-world coordinates of joints are extracted. The proposed wearable
system designed to attach the IMU at the location corresponding to the joints is shown
in the Fig. 4. The Printed Circuit Board (PCB) dimension smaller than 2 inches square.
It comprises a 32-bit Cortex-M4 processor operating at 64 MHz, Zigbee, and IMU
module. Since the IMU-based system is used together with the vision-based system,
each wearable device must provide angle information of the attached joint. Therefore,
a total of 10 wearable devices are attached per user. Since the number of nodes in the
network is large, the Zigbee network was adopted. The wearable device is powered
by a small-sized LiPo battery, both the processor and Zigbee module were adopted
considering power consumption.

Fig. 4. Designed 10 IMU systems.

Complementary Filters are Mainly used to Estimate Posture by Combining Data
from Accelerometers and Gyroscopes. The shortcomings of accelerometers, which
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are vulnerable to high-frequency noise, and gyroscopes, which are vulnerable to low-
frequency noise, can be compensated for.

The Kalman Filter Assumes Gaussian Noise and Recursively Compares the Sys-
tem State and Predicted Values. It is very effective in removing noise and various
expansion filters exist. In general, since matrix operations are performed, computational
complexity is higher than that of complementary filters.

The Sensor Fusion Algorithm is a Method of Generating Reliable Information
by Combining Multiple Sensors. When the sensor fusion algorithm is applied to
an IMU system, it is suitable for estimating orientation and pose by integrating the
accelerometer, gyroscope, and magnetometer of the 9-DOF IMU. The most widely used
sensor fusion algorithms are the Madgwick algorithm and the Mahony algorithm [13],
and both algorithms use the mathematical expression called Quaternium.

In this study, since the vision-based and IMU-based systems are used together, orien-
tation can be inferred from the vision-based system. Therefore, 6-DOF IMU is adopted.
Additionally, since wearable devices use limited computing resources and batteries,
complementary filters are applied to reduce the amount of computation.

Simple complementary filter is shown below line.

θ = α · (θ + gyro_rate · �t) + (1− α) · accel_angle (1)

where θ represents the estimated orientation angle, gyro_rate is the angular velocity, t is
the sampling time interval, accel_angle is the angle calculated from the accelerometer
data and α is a filter coefficient.

Fig. 5. Example of IMU output when rotating 90 degrees vertically.

Figure 5 shows the IMU output before and after preprocessing. The IMU data was
not subjected to any filtering other than conversion to angular form. On the other hand,
the red line in the figure is the result of applying a complementary filter with a coefficient
of 0.96. Not only does it remove noise well, but the response delay due to filtering is
also negligible. Since it is used together with MediaPipe, a short response delay from
the complementary filter is tolerated.

Figure 6(a) is a 3D visualization experiment scene of the IMU-based system. It
was confirmed that the rectangular 3D model implemented in the Pygame environment
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Fig. 6. Designed IMU-based System. (a): IMU Pose Estimation Test, (b): Example of Wearable
System Attachment on Adolescents

reflects movement well in real time. As mentioned in the previous chapter, the biggest
disadvantage of IMU is that it is vulnerable to ambient noise and has a drift phenomenon
in which errors accumulate over time. Due to the applied complementary filter, the IMU
output is more stable than before, but it was confirmed that drift phenomenon still occurs
after a long period of time. Fortunately, this can be overcome in vision-based systems.
Vision-based systems can know the direction more accurately than IMU applications.
For this reason, since the user’s direction can be determined, the computing resources
of the wearable system can be saved by the corresponding task.

Figure 6(b) shows the wearing scene of the designed wearable system. A total of
10 systems were worn on the deltoids, wrists, hips (lower back), knees, and ankles,
respectively. It communicates with Zigbee, which provides a low-power solution, and
the IMU’s output is ultimately transmitted to the PC.

4.2 Evaluations

In this study, we assumed cases where vision-based system is physically difficult to
recognize. Even with well-verified systems, there are cases where the subject is not
visible. For example, it is difficult for a vision AI (Artificial Intelligence) system to
extract features if the subject is obscured by other objects or other body parts, or if the
subject is wearing black clothes.

Figure 7(a), (b) shows examples where a desk obscures the subject’s lower body.
In both cases, MediaPipe was unable to detect the lower body. The ‘visibility’ of the
estimated lower body joints was low (below 0.1) which means MediaPipe did not detect
objects. The second case is when the ‘visibility’ recorded inMediaPipe is ignored and the
skeleton estimated by MediaPipe is visualized (green skeleton). Even though the entire
lower body was covered by the desk, it was confirmed that some inference was possible.
The three figures on the right (red skeleton) are whenMediaPipe and the designed IMU-
based system are applied together. In the proposed system, if the ‘visibility’ ofMediaPipe
is below the threshold, the physical limitation could be overcome using IMU. Figure 7(c)
is an example where the right arm and right leg are invisible. As shown in the Fig. 7,
MediaPipe could not detect subject since subject’s right arm is held horizontally and
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Fig. 7. Evaluation for the proposed system: MediaPipe considering ‘visibility’, ignoring low
‘visibility’ case in MediaPipe, and examples of skeleton estimation by the proposed system.

subject is wearing black clothes. As a result of estimating the pose while ignoring the
low ‘visibility’ of MediaPipe, the right leg was detected well, but the pose of the right
arm was inferred from the left arm.

5 Conclusions

In this study, we proposed a mutually complementary HAR system combining vision-
based and IMU-based systems. Despite the rapid development of AI-based computer
vision technology, using IMU is still useful where estimation was impossible due to
physical limitations. Furthermore, IMU can be applied efficiently in wearable devices
with limited computing resources. The orientation problem that occurs when using the 6-
DOF IMUwas overcome by using a vision-based system. The contribution of this study
is to introduce a complementary solution by combining the advantages of heterogeneous
systems.
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Abstract. Emotion was found to improve memory and learning under
certain conditions. In the context of deep learning, many neural models
achieved competitive performances by considering the emotional factor
in solving tasks of interest. Among them, investigations concerning the
introduction of emotion for solving image classification tasks provided
significant results. However, to our knowledge, a study on the impact
of emotion on solving image classification through trainable encoders
has never been conducted, yet. To perform experiments, the present
study proposes the Emotional Regulation approach, which mainly con-
sists of selecting non-emotional and emotionally-influenced representa-
tions according to a criterion. In particular, emotionally-influenced rep-
resentations are learned by concatenating original embeddings with the
representations obtained from a frozen emotional encoder. Experiments
were performed by employing ResNet-50 and ViT-B/16 architectures,
assuming CIFAR-10 and -100 as target datasets for training and evalu-
ation. A set of emotional stimuli was employed to provide an emotional
history, while the regulation process was conditioned on positive, neutral,
and negative semantics. The results show that our approach improved
the original backbones in classifying the considered target datasets, pro-
viding evidence for the effectiveness of emotion in supporting image clas-
sification based on deep learning.

Keywords: emotion · image classification · deep learning · emotional
regulation · affective computing

1 Introduction

Emotion is a significant factor in human learning. Feeling specific affective states
can increase the effectiveness of learning new concepts and stimuli. The influence
of emotion on learning has been extensively investigated by Education, Psychol-
ogy, and Neuroscience. Under certain conditions, emotion was proven to produce
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significant positive effects on memory and reasoning [1–3,5]. The introduction
of emotional aspects into neural network training is of particular interest for
improving state-of-the-art models for generic task resolution. Studying human
cognition for designing artificial agents can contribute to the explainability of
cognitive processes, as well as the design of superior-performing machine learn-
ing models. The main assumption is that an artificial agent, similar to a human
being, should learn instances of the world more effectively through emotions.
Therefore, introducing emotion in artificial learning could represent a consistent
approach to improve neural networks in the resolution of generic tasks.

In the field of Affective Computing, specifically in the area of emotion-
augmented machine learning, different approaches have been proposed to intro-
duce emotions into the artificial learning process. The emotional factor has
been deployed through the definition of specific back-propagation approaches,
anatomy-inspired models, and reinforcement learning [6]. These studies have pro-
duced significant results, revealing emotions as an enhancing factor for improving
learning models. Investigation of the effects of emotion on artificial learning has
also led to the definition of neural networks that consider explicitly the emo-
tional factor, i.e., the Emotional Artificial Neural Networks [8–10]; these types
of models draw inspiration from the neurophysiological structure of the emo-
tional brain. Other proposals introduce emotion using higher levels of abstrac-
tion; for instance, through the definition of an emotional history in which stimuli
are associated with affective states. Recently, it has been proven that providing
an emotional history to a frozen zero-shot encoder can enhance its accuracy in
classifying images through supervised optimization [14]. However, to our knowl-
edge, the effects of an emotional history applied directly to a trainable backbone
architecture for image classification still require investigation. The present work
is intended to investigate whether providing an emotional history to a learnable
classifier could improve its performance.

The present study proposes an advancement in the study of artificial emotion
effects in image classification by proposing the Emotional Regulation approach.
The solution allows to study the impact of an emotional history on a learnable
encoder, without neglecting the opportunity to exploit relevant non-emotional
representations. Our solution consists of extending a backbone up to three clas-
sifiers, which represent non-emotional, emotional, and emotionally-influenced
encoders. The first, i.e., the non-emotional encoder, is the original backbone;
the second, i.e., the emotional encoder, is trained with an emotional history and
outputs emotion probabilities; the third, i.e., the emotionally-influenced encoder,
is trained by concatenating its resulting embeddings with the representations
extracted from a frozen emotional encoder. The regulation process consists of
selecting non-emotional representations in the case of significant emotion elici-
tation, while emotionally-influenced representations otherwise.

For conducting experiments, two famous and widely employed architectures,
i.e., ResNet-50 [15] and ViT-B/16 [16], have been chosen to take the role of
the considered encoders. Models have been trained and validated on CIFAR-10
and -100 [17] benchmarking datasets for accuracy comparison. Results show that
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our Emotional Regulation approach overcomes the accuracy of the original back-
bones on the employed benchmarking datasets. Furthermore, it was found that
coupling a classifier with an emotional encoder (i.e., introducing an emotional
history) can improve its accuracy. Results enforce the effectiveness of employing
emotion for improving image classification based on deep learning models.

In the first part of the paper, an introduction concerning the findings related
to studies investigating the effects of emotion on human learning is provided.
Subsequently, we discuss the state-of-the-art related to the introduction of emo-
tion in the process of artificial neural networks’ learning. For presenting our
contribution, a description of the methods employed and the related experi-
mental setup are highlighted. The work concludes by presenting the results and
discussing future research directions.

2 Emotion as a Deep Learning Enhancer

Emotional activity in the human brain is significantly associated with the limbic
system, especially with the amygdala. Emotion processing also involves sensory
cortex (SC), prefrontal cortex (PFC), orbitofrontal cortex (OFC), hypothala-
mus, hippocampus, and thalamus, influencing memory, cognition, attention, and
learning [3,6]. Congleton & Berntsen [2] investigated the influence of emotion on
memory by proposing to participants a simulated event in the form of a first-
person perspective video. They investigated the accuracy of memorizing central
and peripheral details in scenes characterized by positive or negative emotional
valence. The authors found that scene details were better memorized by par-
ticipants involved in the negative emotional condition. In their meta-analysis,
Yin et al. [3] recently found that emotion has significant effects on judgments of
learning (JOLs) and memory. Emotional stimuli seem to produce higher JOLs
and induce significant effects on memory, without finding significant differences
between positive and negative valence. Images characterized by emotional con-
tent seem to provide a greater impact on JOLs than verbal content, revealing
the importance of visual stimuli for eliciting emotions.

The aforementioned findings sufficiently motivate the investigation that was
intended to be conducted in the present work, since affective reactions to stim-
uli, under certain conditions, can improve learning and memory. Artificial neu-
ral networks can be conceived as a suitable instance of artificial learning that
takes inspiration from human cognition. Thus, the hypothesis that a neural net-
work could improve its performance through emotion seems consistent. Several
research studies considered emotion for improving deep learning models. The-
nius, Zahadat & Schmickl [7] improved classical artificial neural networks by
simulating the neuromodulatory hormonal system. Other models explicitly con-
sider the amygdala, SC, OFC, and thalamus, together with their interaction
paths. For instance, Shahid & Singh [10] proposed a hybrid model involving an
emotional neural network and particle swarm optimization for coronary artery
disease diagnosis. They found competitive classification performances compared
with existing methods. Emotional neural networks were also employed for water
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quality index analysis [11] and flood forecasting [12]. Other investigations were
performed in the context of reinforcement learning, where emotion was intro-
duced as a factor related to reward [13].

Landi, Chinnici & Iovane [14] provided evidence for the effectiveness of emo-
tion in improving image classification tasks. They employed a frozen zero-shot
encoder for extracting significant image features. Representations were provided
to several cognitive layers for learning an emotion classifier pre-trained on EMOd
[18]. The results show an improvement in classifying target datasets, revealing
the effectiveness of introducing an emotional history for improving classification.
However, to our knowledge, an investigation of the impact of emotion on image
classification by employing learnable backbones has never been conducted, yet.
Therefore, in the present study, emotion was intended to be introduced actively
in the learning process of a neural classification encoder.

3 Emotional Regulation

The proposed method for investigating the effects of emotion in image classi-
fication is described in Fig. 1. The approach is composed of three elements: i)
Non-emotional Encoder, i.e., a backbone trained directly on a target classification
dataset; ii) Emotional Encoder, i.e., an encoder trained on a dataset describing
an emotional history; iii) Emotionally-influenced Encoder, i.e., an encoder char-
acterized by the same architecture as the original backbone, trained on the same
target dataset, considering features extracted from the Emotional Encoder; iv)
Emotional Regulation, i.e., a process selecting emotionally-influenced or non-
emotional features to perform the final classification.

Emotionally-

influenced

Encoder

Emotional

Encoder

FCNN FCNN

Non-emotional

Encoder

FCNN

Emotional Regulation

Fig. 1. The proposed Emotional Regulation approach.
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The Non-emotional Encoder represents the part of the model that does not
consider emotions; it acts as an “emotionally agnostic” model. This encoder
receives an image and outputs an embedding describing non-emotional seman-
tics. Probability scores related to the considered classes are predicted by learning
a fully connected neural network (FCNN) at the end of the model. The Emo-
tional Encoder represents a model of emotion; it learns to associate visual stimuli
with the related emotional classes. This encoder is intended to be trained on a
dataset representing an emotional history. It receives an image and outputs an
embedding describing the related emotional content. The model employing this
encoder provides probability scores associated with the considered emotional
classes.

The Emotionally-influenced Encoder represents the part of the model consid-
ering emotion. It learns representations by concatenating features of the Emo-
tional Encoder to the resulting embeddings. This encoder receives an image and
outputs a representation that extends the knowledge of the original backbone.
This new embedding describes the features of the input image from an emotional
perspective. Even in this case, a fully connected neural network is learned for
estimating probability scores associated with the considered classes.

Finally, the Emotional Regulation process acquires models’ predictions and
a reference criterion. The criterion consists of selecting non-emotional and
emotionally-influenced predictions based on the emotional outcome. In the case
of significant emotional occurrence, the Non-emotional Encoder is selected to
perform the final classification; the Emotionally-influenced Encoder is selected
otherwise. The above encoders are learnable and trained on a target classifi-
cation dataset. The Emotional Encoder is frozen and pre-trained on a dataset
describing an emotional history. It acts as a frozen encoder supporting the train-
ing of the Emotionally-influenced Encoder. The Emotional Regulation process
is activated at inference time, when no training occurs.

In the present study, Emotional Regulation does not represent a model of
emotion or a human-inspired computational model. The name emotional regu-
lation is associated with the tendency of the proposed process to regulate clas-
sification according to predicted emotional categories. It should not be intended
as a model inspired by theories or experiments in the field of Cognitive Science.

4 Experiments

4.1 Experimental Setup

Architectures employed for conducting experiments are ResNet-50 [15] and ViT-
B/16 [16], as they represent widely adopted models in Computer Vision. Emo-
tional and Non-emotional Encoders have the same architecture, with output
representations in the R

B×F domain, with B the batch size and F the num-
ber of dimensions describing the output embedding. For both the encoders, the
FCNN layer consists of a linear layer projecting representations into the pre-
diction space [0, 1]B×C , where the softmax is applied for computing probability
scores related to the considered C classes. The Emotionally-Influenced Encoder
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has the same architecture as the above two encoders, producing output repre-
sentations in the R

B×2F domain, where B represents the batch size and 2F
denotes twice the number of dimensions defining the original output embed-
ding. Similarly, it contributes to a model that projects representations into the
prediction space [0, 1]B×C through a linear FCNN layer. In the present exper-
imental setup, the Emotional Encoder has the same architecture as the other
two encoders. Its representations are in the R

B×F domain, projected into the
space [0, 1]B×E , with E the dimensions associated with the considered emotional
classes, through a linear FCNN layer. Features extracted from the Emotional and
Non-emotional Encoders are characterized by 2048 and 768 dimensions for the
employed ResNet and ViT, respectively. For the same architectures, the repre-
sentations of the Emotionally-influenced Encoder are characterized by 4096 and
1536 dimensions, respectively.

In the proposed experimental setup, the Emotional Regulation process con-
siders positive and negative macro-classes of emotion. In particular, the regu-
lation criterion is adopted for emotions associated with positive and/or nega-
tive semantics. Emotions of anger, disgust, fear, and sadness were considered as
negative, while emotions of happiness and surprise as positive. The Emotional
Encoder was trained on the EMOd dataset [18] concerning the six emotional
classes of anger, disgust, fear, happiness, sadness, surprise, and the neutral state.
The three considered encoders were pre-trained on ImageNet [19] and trained
separately on the target datasets. The Emotional Encoder has been frozen and
adopted for concatenating its features to the representations learned from the
Emotionally-influenced Encoder.

For training the encoders, a batch size of 32 was imposed for 200 epochs. All
the experiments have been performed with SGD (Stochastic Gradient Descent)
as optimizer, with a learning rate of 0.001 and momentum of 0.9. Data was
augmented during batch training with random rotation between −90 and 90
degrees, vertical flip, and horizontal flip with a probability of 0.5. Backpropaga-
tion was performed according to the cross-entropy loss. Experiments have been
conducted by employing the CRESCO6 ENEA HPC infrastructure [20].

4.2 Results

The Emotional Encoder reached accuracy scores of 64.34% and 65.03% on the
EMOd test set by employing ResNet and ViT, respectively. Tables 1 and 2 show
the evaluation of the trained models on CIFAR-10 and -100. The results highlight
that our Emotional Regulation approach overcomes the accuracy of the original
backbones on the employed benchmarking datasets.

Improvements of 0.32% and 0.01% were found on CIFAR-10 by applying the
proposed approach on ResNet-50 and ViT-B/16, respectively. Similarly, improve-
ments of 0.64% and 0.19% were found by applying the regulation of ResNet-50
and ViT-B/16 on CIFAR-100, respectively. Furthermore, the evaluation of the
Emotionally-influenced Encoder directly on the CIFAR-100 dataset provided an
accuracy improvement of 0.68% compared with the original ResNet backbone.
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Table 1. Accuracy results of the proposed approach on CIFAR-10.

Model Regulation Positive Neutral Negative Total

ResNet-50 (backbone) None 0.9353 0.9436 0.9154 0.9311
Emot-Inf-ResNet-50 None 0.9417 0.9447 0.9117 0.9329
Emot-Reg-ResNet-50 Positive 0.9353 0.9447 0.9117 0.9302
Emot-Reg-ResNet-50 Negative 0.9417 0.9447 0.9154 0.9341
Emot-Reg-ResNet-50 Positive, Negative 0.9353 0.9447 0.9154 0.9314
ViT-B/16 (backbone) None 0.9684 0.9775 0.9686 0.9702
Emot-Inf-ViT-B/16 None 0.9643 0.9781 0.9681 0.9683
Emot-Reg-ViT-B/16 Positive 0.9684 0.9781 0.9681 0.9701
Emot-Reg-ViT-B/16 Negative 0.9643 0.9781 0.9686 0.9685
Emot-Reg-ViT-B/16 Positive, Negative 0.9684 0.9781 0.9686 0.9703

Table 2. Accuracy results of the proposed approach on CIFAR-100.

Model Regulation Positive Neutral Negative Total

ResNet-50 (backbone) None 0.7990 0.7635 0.7596 0.7768
Emot-Inf-ResNet-50 None 0.8094 0.7660 0.7606 0.7821
Emot-Reg-ResNet-50 Positive 0.7990 0.7660 0.7606 0.7779
Emot-Reg-ResNet-50 Negative 0.8094 0.7660 0.7596 0.7818
Emot-Reg-ResNet-50 Positive, Negative 0.7990 0.7660 0.7596 0.7776
ViT-B/16 (backbone) None 0.8785 0.8454 0.8308 0.8543
Emot-Inf-ViT-B/16 None 0.8779 0.8500 0.8248 0.8541
Emot-Reg-ViT-B/16 Positive 0.8785 0.8500 0.8248 0.8543
Emot-Reg-ViT-B/16 Negative 0.8779 0.8500 0.8308 0.8557
Emot-Reg-ViT-B/16 Positive, Negative 0.8785 0.8500 0.8308 0.8559

In the case of ResNet-50, the introduction of an emotional history over-
came the accuracy of the original backbone on both the target datasets. In the
case of ViT-B/16, the above approach without regulation was not sufficient for
improving classification performances. On CIFAR-100, the transformer architec-
ture improved when introducing the Emotional Regulation, while, on CIFAR-10,
the same model required the regulation concerning both positive and negative
emotions to reach superior performances.

Figure 2 shows a t-SNE [21] visualization of representations learned through
ViT and ResNet. For each model, the upper plot shows data points associated
with the considered classes; the lower plot provides the emotions elicited con-
cerning the same data points, according to the positive, negative, and neutral
macro-classes.

As can be noticed from the plots, the Emotionally-influenced Encoder based
on ResNet learned slightly better separation among classes, compared with the
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ViT-B/16 (C10) Emot-Inf-ViT-B/16 (C10) ResNet-50 (C10) Emot-Inf-ResNet-50 (C10)

ViT-B/16 (C100) Emot-Inf-ViT-B/16 (C100) ResNet-50 (C100) Emot-Inf-ResNet-50 (C100)

Fig. 2. Visualization based on t-SNE of the learned representations.

original backbone. The same result does not seem to hold for ViT. For both
datasets, certain instances were better separated by the original Non-emotional
Encoder, while other instances by the Emotionally-influenced model. The above
characteristics were exploited by the Emotional Regulation process, which con-
siders stimuli representations according to the predicted emotional state.

5 Discussion

The present study enforces evidence that emotion is a potential improving factor
for image classification based on deep learning. The results encourage investiga-
tion of the impact of emotion in vision tasks. Image classification can be con-
sidered as a basic task through which more complex problems (e.g., detection,
segmentation, etc.) can be faced. Further research could prove the effectiveness
of an emotional history for improving other vision tasks.
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In the considered experimental setup, the introduction of emotion in the
learning process of a classifier based exclusively on feature concatenation was not
always sufficient for obtaining better results. An increase in accuracy was found
for all the considered target datasets and architectures by employing regulation.
Emotion was found to be significant for achieving an improvement in classifica-
tion when adopted as a criterion for selecting non-emotional and emotionally-
influenced predictions. Future investigations could verify whether techniques dif-
ferent from feature concatenation can introduce further improvements.

Emotional Regulation is a process exploiting knowledge learned from a model
to improve another model trained for solving a different task. In the context of the
present study, emotional features were adopted for introducing further knowledge
in the learning process, representing the criterion through which admissible (i.e.,
non-emotional and emotionally-influenced) representations were considered for
classification. In the case of ResNet, experiments highlighted the improvement of
a classifier by directly extending model features with emotional representations.
In the case of ViT, the Emotional Regulation process was essential for obtaining
an improvement with respect to a backbone. In both cases, emotion played a
pivotal role in constructing a better semantic space. This result goes beyond
the objectives of the present investigation, as our approach can potentially be
extended to image classification tasks in general. An Emotional Encoder trained
on emotional instances could be substituted with a model trained on a different
dataset for improving a backbone through feature concatenation and regulation.
Following the above approach, the training on CIFAR could be supported by an
encoder trained on other benchmarking datasets.

A drawback of the proposed approach, as experimented in the present study,
is related to computational complexity. Through our experimental setup, the
Emotionally-influenced Encoder required two times the backbone parameters,
while the Emotional Regulation required an increase of up to three times. The
above limitation reduces the practical feasibility of Emotional Regulation in real-
time scenarios. Future research could investigate an accuracy improvement by
reducing the encoders’ complexity. A suitable investigation may involve the dis-
tillation [22] of encoders, as well as the employment of architectures characterized
by fewer parameters.

6 Conclusions

In the present study, an investigation of the impact of emotion in image classifica-
tion based on deep learning was conducted by employing Emotional Regulation.
The solution consists of training three encoders: the Non-emotional Encoder
representing an original backbone; the Emotional Encoder adopted for produc-
ing artificial emotion through a history of affective stimuli; the Emotionally-
influenced Encoder representing an emotional backbone. Non-emotional and
Emotionally-influenced Encoders were trained on a target classification dataset,
while the Emotional Encoder was optimized for estimating scores associated
with emotional classes. The introduction of emotion in the learning process was
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imposed by concatenating frozen Emotional Encoder features with representa-
tions learned by the Emotionally-influenced Encoder. Emotional Regulation is a
process evaluating emotionally-influenced representations in the case of a neutral
state, while non-emotional representations in the case of significant emotion.

To conduct experiments, ResNet-50 and ViT-16/B architectures were
employed for representing the above encoders in classifying CIFAR-10 and -
100. Non-emotional and Emotionally-influenced Encoders have been trained on
the above target datasets, while the Emotional Encoder on a collection of stim-
uli associated with emotional classes. The adopted criterion for regulation was
experimented by imposing the association of the above emotional classes with
positive, neutral, and negative semantics. The results show an increase in accu-
racy with respect to the original backbones on the considered target datasets,
revealing Emotional Regulation as a promising approach for improving image
classification.

The present study enforces evidence for the effectiveness of emotion in image
classification based on deep learning. Improvements were found by considering
emotion as a criterion for selecting non-emotional and emotionally-influenced
representations through a process of regulation. Further investigation could
verify whether the proposed approach can generalize the results across other
datasets and vision tasks.
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Abstract. Lung cancer is one of the deadliest cancers worldwide, resulting in
millions of deaths annually. Early detection of lung nodules from the patient’s
case history and lifestyle is critical to treating this disease effectively. We pro-
posed an innovative approach to predicting lung cancer diseases by utilizing a
combination of four supervised classification machine learning algorithms and
principal component analysis (PCA). The proposed model employs decision tree
classifiers, random forest, KNN, and support vector machines (SVM) to classify
patients into categories of having lung cancer or not. The study found that SVMand
random forest had the highest accuracy of 94% among the algorithms used. PCA
was employed to reduce the dimensionality of the data, and the model’s perfor-
mance was evaluated using precision, recall, and F1-Score. Beyond the technical
aspects, our approach integrates Human-Computer Interaction (HCI) principles
for a user-friendly web application seamlessly fitting into healthcare workflows.
This tool not only assists healthcare practitioners but also contributes to predictive
healthcare technology, with a focus on accessibility and an improved user expe-
rience. Its adaptability specifically extends to predicting lung cancer, promoting
early detection, and enhancing overall healthcare outcomes.

Keywords: KNN · SVM · Random Forest · Lung Cancer · Decision Tree
Classifiers · PCA · HCI

1 Introduction

Lung cancer is a highly deadly disease that results in a substantial annual mortality rate.
Based on data provided by the World Health Organization (WHO 2020), this cancer
will constitute 11.6% of all reported cancer cases, thereby establishing itself as the most
diagnosed form of cancer on a global scale. According to the projections made by the
American Cancer Society, it is estimated that there will be around 238,340 new instances
of lung cancer in the United States in 2023. This figure is further divided into 117,550
cases among men and 120,790 cases among women. Additionally, it is anticipated that
there will be approximately 127,070 deaths resulting from lung cancer, with 67,160
deaths occurring among men and 59,910 deaths occurring among women. The timely
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identification of lung cancer is imperative for effective intervention, and medical practi-
tioners employ a variety of methodologies, such as physical assessments, hematological
analyses, radiographic imaging, tissue sampling, and computed tomography, to ascertain
its presence. Nevertheless, the analysis of the substantial volume of data produced by
these diagnostic tools can present difficulties, particularly in cases where radiographs
exhibit less distinctive features. For example, research indicates that the utilisation of
CT scans for the purpose of lung cancer screening has the potential to decrease mortality
rates associated with lung cancer by approximately 20%. This underscores the signif-
icance of precise and effective examination of medical imaging data, as referenced in
scholarly sources [1, 2]. Lung cancer, being a highly prevalent form of cancer globally,
is responsible for a significant number of annual deaths, reaching approximately 1.76
million [3, 4]. Consequently, the significance of timely screening and diagnosis cannot
be emphasised enough. Several clinical trials have provided evidence of the effective-
ness of low-dose CT screening in decreasing mortality rates among individuals who are
at a heightened risk of developing lung cancer [5]. Additional recent research has also
demonstrated the advantages of computed tomography (CT) screening in community
environments, where timely identification and intervention can be especially crucial [6].
Nevertheless, the extensive implementation of lung cancer screening has led to a sub-
stantial influx of CT scans that necessitate interpretation by radiologists. The availability
of trained radiologists is limited, and the process of reviewing each CT slice is labor-
intensive, resulting in a demanding and fatiguing undertaking. The accurate evaluation
of CT image data, which is available in a substantial quantity in the form of slices, poses
a significant challenge and requires a considerable amount of time. Moreover, it has
been observed that the diagnostic precision of human radiologists does not surpass 80%,
resulting in potential jeopardy for the remaining 20% of cancer cases.

The situation imposes a substantial strain on healthcare resources and has the poten-
tial to give rise to interstate disputes, particularly in regions where resources are limited.
For example, certain states may experience a scarcity of radiologists who are capable
of interpreting medical scans, resulting in extended waiting periods for patients and
subsequent disruptions in the timely administration of medical interventions. Further-
more, it is important to consider potential budgetary constraints that may arise from the
expansion of the radiologist workforce, especially in regions where healthcare budgets
are already strained. Resolving these conflicts presents a significant challenge due to
the necessity of coordinating efforts among various stakeholders, such as healthcare
providers, policymakers, and patients.

To tackle these challenges, researchers have developed computer-aided diagnostic
systems with the purpose of assisting in the identification of pulmonary nodules on
CT scans. The present research study offers a distinctive opportunity to examine the
inflexibility of medical machine-learning models and assess the efficacy of different
processing and classification approaches for chest CT images on a large scale [7]. In
recent times, a multitude of techniques have been devised for the purpose of diagnosing
lung cancer, with computed tomography (CT) scans and X-ray images emerging as the
predominant modalities [8].

Our research encompasses a multifaceted approach to advance lung cancer pre-
diction and application design. Firstly, the study aims to analyze and improve current
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lung cancer prediction methodologies using historical patient case records. Secondly, it
seeks to investigate and evaluate multiple machine learning models, identifying the opti-
mal model or combination for the highest accuracy in lung cancer prediction. Thirdly,
the research focuses on assessing the performance and precision of various predictive
models. Additionally, in tandem with machine learning objectives, a key research objec-
tive involves designing an optimal user interface. This includes implementing Human-
Computer Interaction (HCI) principles to ensure user-friendly design, seamless health-
care workflow integration, and enhanced accessibility for practitioners. The ultimate
goal is to develop an intuitive web application that efficiently interacts with users and
contributes to the broader landscape of predictive healthcare technology.

The manuscript is divided into several sections. Section 1 introduces the topic and
outlines our research goal. Section 2 covers the background of the study, while Sect. 3
analyzes the origin of the datasets used. In Sect. 4, we explain the research design and
methodology. Section 5 presents the study’s results and offers a detailed analysis. Mov-
ing on to Sect. 6, we address and discuss the limitations of the research. The paper
concludes in Sect. 7 by summarizing the main findings and their implications. Addi-
tionally, recommendations for future research or policy actions based on the presented
research are provided.

2 Background

Machine learning-based diagnosticmodels have been proposed by the author [9] to assist
physicians in managing nonspecific pulmonary nodules. These models can reduce the
variability in nodule classification, enhance decision-making, and decrease the number
of unnecessary treatments given to patients, resulting in a more efficient use of clinical
resources and time. The importance of early cancer detection in saving lives and improv-
ing patient outcomes has been highlighted by [10], who emphasises the significant role
of technology in effective cancer detection. Lung cancer is a devastating disease that
results from the uncontrolled growth of cells in the lungs, leading to high mortality rates
for both men and women [11]. While it is not possible to prevent lung cancer, the risk
of developing the disease can be reduced through measures such as quitting smoking.
Early detection is crucial for improving the survival rate of patients. The term “chain
smoker” typically refers to an individual who smokes cigarettes frequently throughout
the day and has a high nicotine dependency. In their study, the authors [12] have pro-
posed an automated lung cancer detection method that utilises CT imaging to identify
autoimmune defects. This approach addresses the challenges associatedwith tumour dif-
ferentiation and classification, which can be difficult due to the large amount of data and
blurred boundaries in CT images. The proposed method offers the potential to increase
diagnostic accuracy and efficiency while reducing the time required for diagnosis.

According to [13], cancer cells represent a complex and serious health challenge.
While advancements in CT scan technology and novel approaches by various manufac-
turers offer computational insights that aid in medical decision-making, diagnosing lung
cancer is particularly challenging. This is due to several factors, such as the difficulty in
distinguishing between benign and malignant nodules, the variability in nodule shapes
and sizes, and the potential for overlapping features with other pulmonary conditions.
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Consequently, lung cancer is associatedwith a high fatality rate for bothmen andwomen.
To improve patient outcomes, it is essential to detect nodules using a combination of
imaging and diagnostic techniques promptly and accurately. Several approaches have
been employed for early-stage diagnosis of lung cancer, including low-dose CT screen-
ing, machine learning-based models, and automated methods for nodule classification
[14]. In their study, [15] highlighted the significance of using chest computed tomog-
raphy (CT) for the identification of lung cancer and put forward several automated CT
evaluation techniques. However, due to differences in the software dependencies of the
methods described in various studies, it is uncommon for these methods to be compared
or replicated. The aim of the research was to compare the approaches and performance
of the winning algorithms that used machine learning modules for the detection of lung
cancer, as part of the Cogley Data Science Bowl. Similarly, Timor Kadir and Fergus
Gleeson [1] proposed machine learning-based models for the diagnosis of lung cancer,
which can aid physicians inmanaging indeterminate pulmonary nodules that are detected
through random screening. These models have the potential to enhance the accuracy of
nodule classification, improve decision-making, and ultimately minimise the number of
benign nodules that undergo unnecessary interventions.

According to [16], cancer is a global health issue with significant economic and
societal costs, including increased mortality rates and healthcare expenditures. In
recent years, however, advancements in high-output technology and emerging machine-
learningmethods have led to progress in cancer diagnosis based on symptoms, providing
a more effective and accurate diagnosis. Machine learning methods have shown promise
in effectively distinguishing lung cancer patients from healthy individuals, which is of
great significance given that lung cancer is a leading cause of death in both men and
women,withmortality rates continuing to rise. Similarly, [17] highlights that lung cancer
is a common disease that affects the lungs and is difficult to diagnose at an early stage,
with symptoms that are hard to detect. Thus, the use of machine learning algorithms,
such as employing Chi-Square for feature selection, has been explored for lung cancer
diagnosis, with various machine learning algorithms being developed to assist in the
diagnosis process.

Medical professionals are increasingly utilising machine learning, a branch of arti-
ficial intelligence that allows computers to learn from existing data and quickly identify
patterns in large and complex datasets. The authors in [18] emphasise that lung cancer is
the primary cause of cancer-related deaths worldwide. Diagnostic tests such as X-rays,
CT scans, sputum cytology, and biopsies are available, but they can be time-consuming
and not always accurate. To improve early detection, machine learning data mining
techniques are being used to analyse past patient case histories and identify cancer at an
earlier stage.

3 Source of Dataset and Nature

The dataset, obtained from Kaggle, comprises case histories of 59 patients and includes
six attributes for predicting lung cancer (Table 1).

In the field of machine learning, it is a widely adopted convention to partition a
dataset into two distinct subsets, namely the training dataset and the testing dataset. This
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Table 1. Features of Datasets

S. No Features/Attributes Quantitative Data Type

1 Name 59 Object

2 Surname Object

3 Age Integer

4 AreaQ

5 Alkhol

6 Result

facilitates a more precise evaluation of the efficacy of a model when the model is making
predictions on previously unseen data. The researcher employed a conventional 80:20
ratio for partitioning the data into training and testing sets. Specifically, 47 patients were
randomly allocated to the training dataset, while the remaining 12 patients were assigned
to the testing set.

The datasets are represented as follows [19]:

1. Let the complete dataset be represented D = {D1, D2, D3, D4…………D59},
2. Let the training dataset be presented as Train = {D1, D2, D3, D4……. D47},
3. Let the test dataset be represented as Test = {D48, D49, D50, D51……. D59}.

4 Research Methodology

This section outlines the different machine learning algorithms used to classify the data
in the study. These algorithms include the decision tree classifier, the random forest
classifier, the k-nearest neighbors’ classifier, and the Support Vector Machine (SVM).

4.1 Decision Tree and Classifier

Decision trees use multiple algorithms to decide whether to split a node into two or
more sub-nodes. The creation of sub-nodes increases the homogeneity of the resultant
sub-nodes. The decision tree splits the nodes on all available variables and then selects
the split that results in the most homogeneous sub-nodes.

E(T ,X ) = �cεX P(c)E(c) (1)

T = Target Variables whereas, X = Independent Variable
Decision trees are a useful tool for effectively analyzing non-linear datasets. They can

be classified into two types: categorical variable decision trees and continuous variable
decision trees. The algorithm begins by comparing the attribute value of a node with
those of other sub-nodes and then proceeds to the next node. This process is repeated
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until the leaf node of the tree is reached. The decision tree training process continues
until completion. This algorithm provides a clear and concise explanation of the entire
process.

Algorithm 1:

• Step 1: Begin the tree with the root node, S, which contains the complete dataset.
• Step 2: Find the best attribute in the dataset using the attribute selection measure

(ASM).
• Step 3: Divide the S into subsets that contain possible values for the best attributes.
• Step 4: Generate the decision tree node that contains the best attribute.
• Step 5: Recursively make new decision trees using the subsets of the dataset created

in Step 3. Continue this process until a stage is reached where you cannot further
classify the nodes and call this final node a leaf node.

4.2 Random Forest Classifiers

Random forest is a popular supervised learning algorithm that is mainly used for classi-
fication tasks, although it can also be used for regression tasks. The algorithm consists
of multiple decision trees, with the number of trees affecting the robustness of the forest.
To create a random forest, the algorithm constructs decision trees using various subsets
of the training data and different randomly selected features for each tree. The individual
tree predictions are then combined using a voting mechanism to determine the final out-
put of the model. This ensemble method is effective in reducing overfitting, a common
issue in machine learning, by averaging the results across the trees. Compared to using
a single decision tree, a random forest produces more accurate and stable results due to
the combination of multiple trees. This makes it a popular choice in many applications,
especially those with complex data or a large number of features.

Algorithm:

• Step 1: First, start the selection of random samples from a given dataset.
• Step 2: Next, this algorithm will construct a decision tree for every sample, and it

will get the prediction result from every decision tree.
• Step 3: In this step, the predicted results from each individual tree are combined

using a voting mechanism.
• Step 4:At last, select the most popular prediction result as the final prediction result.

4.3 K-NEAREST Neighbors Classifier

TheK-Nearest Neighbors (KNN) algorithm is a classificationmethod that assigns a label
to an unknown data point based on its proximity to other data points. In other words,
KNN determines the class of an unclassified data point by comparing its distance to
known data points, where the distance is measured by well-known mathematical met-
rics such as Euclidean distance, Manhattan distance, Minkowski distance, Mahalanobis
distance, tangential distance, cosine distance, and more. Generally, the shorter the dis-
tance between a new data point and an existing group, the higher the likelihood of the
new data point getting classified into that group. For the data points X and Y with n
features:

D(X,Y) =
(∑n

i=1
(|xi − yi|)P

)1/P (2)
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Hare X = (x1, x2, x3, x4, …………xn) and Y = (y1, y2, y3, y4,………….yn).
For data points X and Y with n features, it is possible to form a neighborhood

comprising the n closest data points to the new data point. In order to determine the class
of the new data point, the groups of classes having the maximum number of data points
in the neighborhood and those that are closer to the new data point than other groups are
considered. Based on these two factors, the class of the new data point is identified.

4.4 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a classification algorithm used in machine learning
that aims to find a hyperplane in the n-dimensional space that separates different classes
while maximizing the margin. The decision function for SVM can be represented as

G(x) = wTx + b (3)

where x is the input vector, w is the weight vector, b is the bias term, and G(x) is
the decision function. To find the optimal hyperplane, we need to either keep ||w||=1
and maximize k, or keep k ≥ 1 and minimize ||w||. The problem can be formulated as
minimizing �(w) = 1/2 wTw, subject to di(wTx + b) ≥ 1 for every training data point
xi, where di represents the class label. To solve this optimization problem, we can use
Lagrange multipliers and represent the problem as

Minimize : J(w, b, a) = 1/2 wTw −
∑n

i=1
aidi (|wTxi + b|) +

∑n

i=1
ai (4)

such that ai[di(wTxi + b) − 1] = 0, where i = 1, 2, …, n. Here, ai is the Lagrange
multiplier for the ith data point, and di is its corresponding class label. The quantity∑n

i=1 ai is known as the duality gap, and ai is non-zero only for the support vector data
points. By using Lagrange duality, we can reformulate J(w, b, a) as J(w, b, a)= −∑n

i=1 ai+ 1/2
∑n

i=1
∑n

j=1 ai aj di dj xi
Txj, subject to ai ≥ 0 for i= 1, 2,…, n and

∑n
i=1 ai di = 0.

The dual form J represents the SVMproblem in terms of a set of Lagrangemultipliers (a)
and known scalars (xi, di). The SVMmodel uses classification algorithms for two-group
classification problems. After training the SVMmodel with a labeled training dataset for
each category, it can categorize new data points, making it useful in text classification
problems.

5 Results and Discussion

In this section, we present the outcomes of our machine learning models and delve into
the tools and technologies employed in constructing the web application for predicting
lung cancer. The discussion will encompass the performance metrics, insights gained
from model results, and the technological framework that underpins the functionality of
our predictive web application.
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Fig. 1. Data Distribution Diagram. (Color figure online)

5.1 Machine Learning Model Results:

We train multiple machine learning models that utilize age (numerical), smoking status
(binary 0 or 1), AreaQ (data type?), and Alkhol (data type?) as input features to predict
the presence of lung cancer cells (binary 0 or 1).

The Fig. 1 illustrates a data analysis report that investigates various factors associated
with lung cancer, such as age, smoking, area Q, and alcohol consumption. These factors
are examined in relation to the dependent variable, Result, which indicates the presence
or absence of cancer cells, represented by binary values of 0s and 1s. The blue dots in the
visual representation denote individuals who do not possess a prior medical record of
lung cancer, whereas the red dots signify individuals who have a documented history of
the ailment. The findings of the analysis indicate that age plays a significant role in the
prediction of lung cancer, particularly among individuals aged 60 years or older, who
exhibit a heightened vulnerability to the disease.

The prevalence of lung cancer among patients is attributed to a number of factors,
including their smoking habits, alcohol consumption, and the level of pollution in the
areas where they live (as shown in Fig. 1).

The correlation matrix depicted in the heat diagram above shows the strength of the
relationship between dependent and independent variables used in the analysis of lung
cancer. The features analyzed in the study are age, smoking habits, AreaQ, and alcohol
consumption. The matrix is represented by r-scores, where a higher value indicates a
stronger correlation between two variables. The data analysis report shows that AreaQ
has a negative impact on lung cancer, whereas Smokes and Age have a moderate value
and show very little impact on lung cancer patients (Fig. 2).
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Fig. 2. Correlation Matrix

Table 2. Machine Learning Algorithms and Accuracy Level

Machine Learning Algorithms Accuracy Score

Random forest 0.944444

SVM 0.944444

Decision tree 0.833333

KNN 0.277778

The study utilised four distinct machine learning (ML) algorithms, specifically Deci-
sion TreeClassifiers, RandomForest, K-Nearest Neighbours (KNN), and Support Vector
Machine (SVM), to categorise patients based on their lung cancer status. The results of
the analysis indicate that the Support Vector Machine (SVM) and Random Forest algo-
rithms demonstrated a noteworthy accuracy rate of 94%,whereas theDecisionTreeClas-
sifier exhibited a commendable accuracy rate of 83%. On the other hand, the K-nearest
neighbours (KNN) algorithm exhibited suboptimal performance, attaining a mere 27%
accuracy rate. Table 2 provides a comprehensive overview of the performance exhibited
by each algorithm. Moreover, the assessment of the Support Vector Machine (SVM)
algorithm demonstrated a precision rate of 0.94, a recall rate of 0.83, and an F1 score of
0.909. Conversely, the K-Nearest Neighbours (KNN) algorithm exhibited an accuracy of
0.27, a recall rate of 0.27, and an F1 score of 0.43, as depicted in Fig. 3. The findings of
this study underscore the superior performance of Support Vector Machine (SVM) and
Random Forest algorithms in accurately classifying patients with lung cancer. However,
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Fig. 3. Accuracy Analysis of Different Predictive Models

it also highlights the limitations of the K-Nearest Neighbours (KNN) algorithm in this
task.

Evaluation of SVC-Most Significant Predictive Model
The accuracy of the SVC model is: 0.9444444444444444

The precision of this SVC model is: 1.0
The recall score of the SVC model is: 0.8333333333333334
The f1-score for this dataset is: 0.9090909090909091

Evaluation of KNN-Least Significant Predictive Model
The accuracy of the KNN model is 0.2777777777777778.

The precision of this KNN model is: 1.0
The recall score of KNN model is: 0.2777777777777778
The f1-score for this dataset is:0.4347826086956522
The graph depicted in Fig. 4 offers valuable insights into the application of principal

component analysis (PCA) on the dataset pertaining to lung cancer. The graph illustrates
the proportion of variability in the dataset that is accounted for by individual principal
components. The horizontal axis of the graph represents the quantity of principal com-
ponents utilised in the analysis, whereas the vertical axis represents the proportion of
variance accounted for by each component. The curve depicted in the plot illustrates
the cumulative sum of the explained variance as each subsequent principal component
is added. The plot aids in the determination of the optimal number of principal compo-
nents to be retained in the analysis. In general, it is customary to choose the number of
principal components that account for a substantial proportion of the variance observed
in the dataset. Additionally, the utilisation of the plot can serve as a valuable tool in
discerning the fundamental framework of the data and detecting any possible anomalies
or influential data points. In general, the principal component analysis (PCA) analysis
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Fig. 4. Principal Components Analysis (PCA) of Predictive Model

and its associated plot contribute to the reduction of dimensionality and the selection of
features for subsequent machine learning models.

The analysis of data encompassed variables such as patients’ age, smoking habits,
AreaQ, and results. The evaluation results of the Support Vector Machine (SVM) model
indicate an accuracy of 0.94, a recall score of 0.83, and an F1 score of 0.909. Conversely,
the evaluation of the K-Nearest Neighbours (KNN) model yielded an accuracy of 0.27,
a recall score of 0.27, and an F1 score of 0.43. The research revealed that variables such
as age, smoking habits, and AreaQ exerted a substantial influence on the outcome of
the dependent variable, particularly in the context of individuals diagnosed with lung
cancer.

5.2 Real-Time Cancer Prediction Web Application Using SVM

In addition to developing a robust cancer prediction model based on Support Vector
Machine (SVM), we have extended our efforts to enhance user interaction by construct-
ing a web application. This application empowers users to make real-time predictions
by inputting specific cancer-related factors.

Key Features of the Web Application. Our web application offers an intuitive inter-
face for seamless interaction with the SVMmodel, enhancing user experience and effec-
tiveness. The user-friendly design is a standout feature, enabling individuals of varying
technical backgrounds to effortlessly navigate the application and input pertinent cancer-
related factors. Real-time predictions further amplify the application’s utility, allowing
users to receive instant insights by entering specific cancer-related data. The SVMmodel
efficiently processes this input, ensuring swift and accurate predictions. Accessibility is
a paramount consideration, as the application is thoughtfully designed to be compatible
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with various devices and platforms. Users can conveniently access the predictive capa-
bilities whether on desktops, laptops, or mobile devices, contributing to the application’s
versatility and widespread usability.

Integration with SVM Model. The core predictive engine of our web application is
built on the SVM model discussed in Sect. 5.1. This model, with its ability to identify
cancer instances accurately, forms the backbone of our real-time prediction system.

Tools andTechnology. Our client-side application is built using the Quasar framework,
Vue.js, and Node.js. The server-side infrastructure is developed in Python. Communi-
cation between the server and client is facilitated through WebSocket technology. The
PostgreSQL database is employed to store comprehensive patient records and the out-
comes of cancer prediction analyses. This technology stack ensures a robust and efficient
system for managing and processing health-related data.

DesignExplanation. In Fig. 5, the user interface allows anyone to input data and predict
the likelihood of Lung Cancer. The input fields are described as follows:

Name: These fields capture the patient’s first and last names but are excluded from
the analysis as they are deemed irrelevant for the study. Age: This field represents the
patient’s age, providing demographic insights into the dataset. Smokes: Indicates the
patient’s smoking level, potentially denoting the daily number of cigarettes smoked or
another metric related to smoking habits.AreaQ: Reflects the air quality of the patient’s
residential area, offering a quantitative measure of environmental conditions. Alkhol:
Represents the patient’s alcohol intake level, providing information on the frequency,
quantity, or other aspects of alcohol consumption. Result: A binary variable indicating
the patient’s lung cancer diagnosis. “1” indicates a positive diagnosis, while “0” signifies
no detection of lung cancer. This intuitive interface simplifies the prediction process by
allowing users to input relevant data and obtain a prediction based on the specified
parameters.

Fig. 5. Real-Time Lung Cancer Predictions Using the Web Application
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6 Limitations

In developing an ensemble of classificationmachine learning algorithms for the detection
of lung cancer, our study has yielded a proficient and precise predictive model. How-
ever, certain limitations warrant consideration. The utilization of a dataset exclusively
obtained from a single hospital may restrict the generalizability of our findings to diverse
contexts or demographics. Furthermore, the relatively limited quantity of training data
points in our dataset could potentially impact the overall reliability and effectiveness
of our model’s predictive capabilities. Despite successfully identifying age, smoking
habits, and AreaQ as significant predictors of lung cancer, there exists a possibility that
additional pertinent features or factors were not accounted for. It is essential to rec-
ognize that the efficacy of machine learning models hinges on the quality of training
data; thus, future studies must prioritize rigorous data validation and consider acquir-
ing larger, more diverse datasets. Although our study makes a significant contribution
to the efficient detection of lung cancer using machine learning, addressing these lim-
itations is paramount. Subsequent research endeavors will focus on mitigating these
challenges through advanced methodologies and continual refinement of our predictive
model. Looking ahead, our commitment to advancing cancer prediction involves strate-
gic enhancements to our model and research methodology. Ongoing efforts will focus
on the collection and integration of diverse and larger datasets to bolster the accuracy
and generalization capabilities of our model. Implementation of a user feedback system
is planned, enabling continuous learning and refinement based on real-world user inter-
actions. Additionally, we aim to enhance user understanding by introducing graphical
representations of SVMdecision boundaries and feature importance. These visualization
tools will provide users with deeper insights into the model’s decision-making process,
fostering transparency and trust in its predictions. As our research evolves, we recog-
nize the importance of addressing limitations and embracing continuous improvement
to ensure the resilience and applicability of our predictive model in real-world scenarios.

7 Conclusion

In conclusion, our research represents a significant stride in utilizing ensemble techniques
of classification machine learning algorithms to develop a potent predictive model for
lung cancer identification. The findings, particularly the outstanding efficacy of the sup-
port vector machine (SVM) and random forest algorithms, underscore the potential of
machine learning in advancing healthcare diagnostics.With a remarkable accuracy score
of 94%, surpassing alternative models, the SVM and random forest algorithms exhibit
promise for precise patient classification. Looking ahead, our research doesn’t solely
focus on the algorithmic aspects but extends to the user interface domain through the
development of a frontend web application. This application follows Human-Computer
Interaction (HCI) principles, emphasizing user-friendly design and accessibility. The
HCI-driven frontend not only facilitates user interaction but also aligns with the broader
objective of improving healthcare outcomes. Aswe chart a course for future research, we
advocate for further investigations that validate the accuracy and reliability of our pre-
dictive model within clinical contexts. Utilizing more extensive datasets encompassing
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diverse demographic and clinical attributes will fortify the model’s robustness. Addi-
tionally, extending the study to assess the model’s efficacy across various forms of lung
cancer holds the potential to broaden its applicability. Importantly, the incorporation
of HCI principles into our frontend application contributes to its user-centric design,
ensuring that healthcare practitioners can seamlessly leverage the predictive model in
their workflows. This synergy between HCI and machine learning has the power to
streamline the identification of individuals at higher risk, allowing for proactive medical
interventions and ultimately improving patient outcomes. In summary, our research not
only showcases the prowess of machine learning methodologies in constructing a prog-
nostic framework for lung cancer but also highlights the transformative potential of HCI
in the development of user-friendly applications. Future investigations will continue to
refine and extend our approach, ensuring its effectiveness in diverse clinical settings and
reinforcing the positive impact on patient care.

Availability of Data and Materials. The datasets supporting the conclusions of this article are
included within the article and its additional files.
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Abstract. With the expansion of the Internet and mobile services, digital exclu-
sion due to accessibility barriers remains a concern, particularly in understanding
complex web content. This study investigates the application of Large Language
Models (LLMs) like OpenAI’s ChatGPT for simplifying sentences in line with
easy-to-read (E2R) guidelines. Through two exploratory studies, we assess LLMs’
awareness of E2R guidelines and their capability to simplify sentences to enhance
cognitive accessibility in an archaeological museum context. The first one aims
to assess LLMs’ general knowledge about E2R guidelines. The second one eval-
uates their ability to perform SS conforming to E2R guidelines in order to gen-
erate accessible textual information for an archaeological museum. To this end,
results of SS provided by LLMs are compared with text made by students who
attended training on the E2R guidelines and those made through a co-design pro-
cess with people with cognitive disabilities. Our findings support the discussion
of the current potential and limitations of using LLMs as tools to improve the cog-
nitive accessibility of text, providing insights into their potential role in making
information more accessible.

Keywords: Large Language Models · Cognitive accessibility · Easy to Read ·
Sentence Simplification

1 Introduction

The rapid expansion of services provided through the Internet and mobile devices
increasingly carries the risk of excluding segments of the population from essential
services, both in private and public settings [1]. Over the years, thanks to the W3C’s
Web Accessibility Initiative (WAI), many steps have been made towards Web content
accessibility, so much so that today, the technical aspects of Web content accessibility
are addressed by international guidelines and legal regulations in many countries. How-
ever, many barriers still exist when it comes to understanding complex Web content.
In particular, a considerable number of people remain currently excluded from digital
services because of cognitive accessibility issues.
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Our understanding is that the creation of cognitively accessible web content involves
a dual challenge: ensuring that the language of information text is clear and easy to
understand and that the web page’s content, structure and layout help the user to find,
understand and use the information. Both aspects are equally important in ensuring a
good Web experience for users with intellectual disabilities and other groups (e.g., the
elderly, people with learning disabilities, individuals with limited reading and language
skills) who face problems with “standard” information on the Web.

On the other hand, large language models (LLMs) surfaced as a new tool that is able
to solve a wide variety of natural language processing tasks [2, 3]. However, their use in
the SS task is limited so far to a few investigations like [4, 5], with no accurate studies
on the specific capability of the SS task for such models. Moreover, considering that
such models are generally trained with text crawled from the web, they are reported to
be more proficient in languages that are frequently used, with limited understanding of
infrequent ones [6]. For instance, Italian is identified as one of the languages with limited
representation on the web, constituting only 2.4%1 of online content. This scarcity poses
even more challenges for using such models in the SS task that involve local languages.

In this context, this paper reports the results of an exploratory study that aims at under-
standing whether a state-of-the-art LLM system (i.e., OpenAI’s ChatGPT), is capable
of performing SS in a way that conforms to easy-to-read italian guidelines, so that it
can provide support to an E2R guidelines expert in order to streamline the process of
designing an alternative text.

2 Research Background

The Web Content Accessibility Guidelines 2.0 (WCAG 2.0) [7], recognized as the pre-
dominant framework for web accessibility, offer directives for crafting accessible web
content. However, they provide only a limited set of recommendations for mitigating
the complexity of information [8, 9].

On the one hand, there are international organizations’ ease-to-read (E2R) guidelines
and recommendations that aim at presenting documents that are clear and easily under-
standable, such as the International Federation of Library Associations and Institutions
(IFLA) [10], the International League of Societies for Persons with Mental Handicap
(ILSMH) [11], and Inclusion Europe [12]. Such guidelines comprise the writing of texts,
the supporting images, the design and layout of documents, and the final editing format.

They are used in the manual processes of (a) adapting existing documents and (b)
creating new materials. The process of adapting existing documents is cyclical and
involves three activities: analysis, transformation and validation. Due to the need to
involve people with intellectual disabilities as well as E2R experts, all these activities
are human resource intensive.

Over the years, to streamline this process, various semi-automatic systems based
on artificial intelligence have been proposed to support the analysis of texts in order
to verify their compliance to E2R guidelines, such as that proposed in [13, 14], and to
provide some suggestions useful for their transformation (e.g. [13]).

1 https://w3techs.com/technologies/overview/content_language.
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Regarding the idea of transforming reading materials based on E2R guidelines in
an automatic way, a relevant approach that can be applied is the so-called sentence
simplification. Sentence simplification (SS) is the “task of modifying the content and
structure of a text in order to make it easier to read and understand while retaining
its main idea and approximating its original meaning” [15]. Over the years, several
automatic sentence simplification methods have been proposed based on supervised
and unsupervised machine learning techniques (e.g., [16–20]). In recent years, large
language models (LLMs) emerged as promising new tools that outperform the ability to
solve a range of natural language processing tasks [2, 3]. However, only a few studies
so far have investigated the performance of LLMs in generic SS tasks (e.g. [4, 5]) but
they are limited on evaluating sentence structures for a generic adult audience, use older
models and do not consider expert guidelines for accessibility of sentences. No study
has focused on the actual capability of these tools to perform sentence simplification to
improve cognitive accessibility of textual information.

Among recent notable LLMs, ChatGPT, launched by OpenAI in November 2022,
has swiftly garnered attention across various sectors, notably in education and academic
writing [21], for its capability to process natural language in a manner akin to human
communication, further improved with the recent release of ChatGPT 4. Despite con-
cerns regarding academic integrity and students’ dependency on such tools, there is a
growing consensus on the use of ChatGPT as an educational resource to develop critical
and digital literacy skills [22].Moreover, it is becoming a hot topic in various other fields,
as demonstrated by the significant increase in the number of publications on ChatGPT
[21].

3 Explorative Study

Among the current availability of LLMs, we considered for the analysis LLM models
that are currently reported as the best in class in a general crowd tested benchmark2. At
the moment of writing, ChatGPT 4 is reported as the best in terms of user evaluations.
Considering its popularity, together with the 3.5 version, we make the decision to use
these two models for our experiments. We consider both the web version (i.e. ChatGPT)
and the GPT models available through the API, considering the current best models
suggested by OpenAI. Specifically, we used versions tagged “gpt-4-0125” and “gpt-3.5-
turbo-0125”, suggested as the best general model by OpenAI at time of writing.

To determine whether the considered LLMs possess adequate knowledge and skills
to properly perform SS based on the E2R guidelines, we designed two experiments,
the first one to assess the knowledge of the guidelines and a second one to evaluate the
performance in assisting a user on the SS task.

3.1 Experiment 1 - Evaluation of ChatGPT Knowledge Level

In this experiment, wemanually evaluated the knowledge level of the LLMswith experts
on the E2R guidelines and in writing accessible textual information.

2 https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard.
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We followed previous work on LLMs evaluation [2] and prepared a test made of
open questions, to be answered freely without any purported structure, by the model.
We asked three Italian experts on text accessibility and E2R to prepare 10 questions that
covered the most practical aspects of the E2R guidelines. The considered questions are
reported in Table 1.

The questions were submitted to ChatGPT by using OpenAI’s API with a Python
script, directly as they are, ensuring each tested version receives exactly the samequestion
text. Each question was submitted in a thread by themselves without any additional text
and without other textual context. The answers were recorded as they are given by the
models without additional post-processing.

Three independent experts were asked to independently rate the responses given by
the two versions of chatGPT, using a 1–5 Likert scale, where 1 means “Completely
incorrect”, 2 means “Non-sufficiently correct”, 3 means “Sufficiently correct”, 4 means
“More than sufficiently correct” and 5 means “Completely Correct”.

3.2 Experiment 2 - Using ChatGPT to Assist in Sentence Simplification

To evaluate the performance in assisting a user on the SS task, a comparative study
has been carried out. A total of 7 informative texts have been adapted to make them
compliant to E2R, in the context of an archeological Museum (i.e., Museo Archeologico
Gentiloni Silverj of Tolentino). Each text was rephrased through 3 simplification process
were carried out in parallel:

• Text adaptation using sentence simplification performed by ChatGPT. We utilized a
Python script to submit queries individually, crafting a specialized prompt to steer
ChatGPT towards producing text that not only aligns with the SS task but also adheres
closely to easy-to-read (E2R) guidelines. This prompt was designed to embody aGPT
“personality” expert in SS, fully versed in E2R guidelines, aiming to assist users in
text simplification. Users could input text needing simplification directly, to which
the model, equipped with this “personality,” would respond with a simplified version.
The prompt included a) a contextual backdrop prompting the model to act as an
accessibility expert, b) a detailed presentation of the E2R guidelines, and c) explicit
instructions to apply these guidelines meticulously in simplifications, considering
the needs of users, including those with intellectual disabilities (thus, consider the
guidelines in any answer given).

• Text adaptation performed by a group of students in pedagogy, trained on E2R guide-
lines. A group of 5 students were involved in text simplification activities. They
worked in team and performed text adaptation following these procedural phases:

1. reading the entire text;
2. identification of difficult periods and terms;
3. rephrase of difficult periods and terms into Easy-to-Read language;
4. reorganization of information;
5. rereading of the revised text.

• Creation of an Easy-to-Read text through a co-design process, involving both E2R
experts and people with intellectual disability. Co-design activities have been carried
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Table 1. Considered prompts and questions.

Prompt:
Rispondi alla domanda molto brevemente in 3 frasi
(Answer the question very briefly in 3 sentences)

Q1 Nell’ambito della scrittura di testi facili da capire, perché è consigliato utilizzare parole
di uso comune?
(In order to write easy-to-understand texts, why is it recommended to use common
words?)

Q2 Nell’ambito della scrittura di testi facili da capire, perché è importante coinvolgere le
persone con disabilità intellettiva nella creazione di informazioni?
(In order to write easy-to-understand texts, why is it important to involve people with
intellectual disabilities in information creation?)

Q3 Nell’ambito della scrittura di testi facili da capire, perché è preferibile evitare l’uso di
concetti complessi come le metafore?
(In order to write easy-to-understand texts, why is it preferable to avoid the use of
complex concepts such as metaphors?)

Q4 Nell’ambito della scrittura di testi facili da capire, qual è il ruolo degli esempi nella
spiegazione di concetti complessi?
(In order to write easy-to-understand texts, what is the role of examples in explaining
complex concepts?)

Q5 Nell’ambito della scrittura di testi facili da capire, perché è importante evitare l’uso
eccessivo di sottotitoli ed elenchi puntati?
(In order to write easy-to-understand texts, why is it important to avoid overuse of
subtitles and bulleted lists?)

Q6 Nell’ambito della scrittura di testi facili da capire, qual è il beneficio di utilizzare frasi
con costrutto positivo invece che negativo?
(In order to write easy-to-understand texts, what is the benefit of using positive
sentence construction instead of negative ones?)

Q7 Nell’ambito della scrittura di testi facili da capire, perché è importante fare attenzione
con i numeri e le percentuali nei testi comprensibili?
(In order to write easy-to-understand texts, why is it important to be careful with the
use of numbers and percentages?)

Q8 Nell’ambito della scrittura di testi facili da capire, qual è il vantaggio
dell’organizzazione delle informazioni in modo chiaro e coerente?
(In order to write easy-to-understand texts, how information must be organized to
make it as clear and consistent as possible?)

(continued)
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Table 1. (continued)

Prompt:
Rispondi alla domanda molto brevemente in 3 frasi
(Answer the question very briefly in 3 sentences)

Q9 Nell’ambito della scrittura di testi facili da capire, perché è importante mantenere un
linguaggio diretto quando si scrivono testi comprensibili?
(In order to write easy-to-understand texts, why is it important to maintain direct
language when writing understandable texts?)

Q10 Nell’ambito della scrittura di testi facili da capire, in che modo va utilizzata la
punteggiatura per rendere i testi facilmente comprensibili?
(In order to write easy-to-understand texts, how should punctuation be used to make
texts easily understandable?)

out within the TIncTec Research Center of the University of Macerata, following the
procedural phases proposed in [23].

A selected panel comprising three independent experts, each possessing extensive
experience in the field of cognitive accessibility and Easy-to-Read (E2R) guidelines,
undertook the task of evaluating the resulting texts. To ensure an unbiased assessment,
the panel operated under a blind review protocol, meaning they were unaware of the
source of each text, be it ChatGPT, students, or co-design efforts. This approach aimed
to eliminate any potential bias that could influence the evaluations based on the text’s
origin. Each expert was asked to rate each text on a 1–5 Likert scale to rate each text’s
adherence to E2R guidelines, where:

• 1: Absolutely non-compliant – indicates a text significantly deviates from E2R
guidelines, failing to meet basic standards of cognitive accessibility.

• 2: Non-sufficiently compliant – denotes texts that show an attempt to align with E2R
guidelines but fall short in several major aspects.

• 3: Sufficiently compliant – signifies texts that meet the E2R guidelines adequately,
ensuring a basic level of cognitive accessibility.

• 4: More than sufficiently compliant – represents texts that exceed the basic
requirements of E2R guidelines, but still could be improved in minor aspects.

• 5: Completely compliant – reserved for texts that perfectly adhere to E2R guidelines,
offering optimal cognitive accessibility.

In addition to numerical ratings, experts were asked to provide qualitative feedback
on each text, highlighting strengths and areas for improvement. This dual approach
allowed for a comprehensive understanding of how each text aligned with E2R prin-
ciples and identified specific elements that contributed to or detracted from cognitive
accessibility.

Following expert evaluation, the texts underwent a second assessment from indi-
viduals with intellectual disabilities. This group consisted of nine participants, selected
to represent a broad spectrum of cognitive abilities within the context of intellectual
disabilities. Participants were asked to rate the ease of understanding of each text, again
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employing a blind review format to ensure impartiality. They were asked to identify the
five easiest to understand and the five most difficult to understand out of all 28 proposed
text adaptations.

4 Results

Table 2 shows the median ratings expressed from the independent experts on the cor-
rectness of responses by the two versions of ChatGPT for each question. ChatGPT 4
achieved a score of at least 3 (indicating sufficient correctness) for 9 out of 10 questions,
surpassing ChatGPT 3.5, which did so for only 7 questions. Specifically, ChatGPT 4
provided perfectly accurate answers to question Q3, while its responses to questions Q2,
Q7, Q8, Q9, and Q10 were merely sufficient. Conversely, ChatGPT 3.5 outperformed
ChatGPT 4 on five questions (Q1, Q2, Q4, Q8, and Q10), delivering completely accurate
answers for four of them (Q1, Q2, Q4 and Q10). Notably, both versions failed to answer
question Q6 correctly.

Table 2. ChatGPT knowledge level.

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

Chat GPT 3.5 0125 turbo 5 5 3 5 1 1 2 4 3 5

Chat GPT 4 0125 preview 4 3 5 4 4 1 3 3 3 3

The correct answer to that question Q6 is:

“Positive sentences are preferable to negative ones because their greater brevity
and simpler structure, combined to the direct and unequivocal expression of the
content, make them both easier to understand and more incisive.”

Instead, both the systems considered provided responses such as:

“The use of positive language can create a more optimistic and encouraging
atmosphere for the reader.”

“Using a positive language can foster greater motivation and involvement of the
reader in the subject matter.”

Regarding the experiment 2, Table 3 reports the median of judgments expressed by
the independent experts about the level of compliance of adapted versions for each text,
respectively resulting from:

• SS task performed using ChatGPT 3.5 and ChatGPT 4;
• simplification process carried out by the students;
• co-design process involving people with intellectual disability.
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As observed, only 1 out of 7 texts provided by ChatGPT 3.5 was judged to be
sufficiently compliant with the easy-to-read guidelines (i.e., T3), while 4 out 7 texts
simplified using ChatGPT resulted sufficiently, or more than sufficiently, compliant with
E2R.

Table 3. Effectiveness of ChatGPT in SS task compared to students and co-design process.

T1 T2 T3 T4 T5 T6 T7

Chat GPT 3.5 0125 turbo 2 1 3 2 1 2 2

Chat GPT 4 0125 preview 2 1 1 3 3 4 3

Students 5 5 4 4 4 3 4

Co-design process 4 4 5 5 5 5 5

In general, based on experts’ judgements, the texts provided by ChatGPT 4 do not
seem to be comparable to those produced by students, let alone those resulting from the
co-design process, in terms of compliance with E2R guidelines.

As noted by experts, the provided texts reworked by ChatGPT are characterized by:

• complex semantic structure (e.g., T2, T3, T4, T5);
• inadequate exemplification of complex terms (e.g., T1, T3);
• too long sentences (e.g., T1, T2, T3, T7).

Only in the case of text T6 the SS performed by ChatGPT 4 resulted better than that
proposed by the students.

Surprisingly, however, these results are not entirely consistent with the judgments
of the individuals with intellectual disabilities who participated in the evaluation.

As reported in Table 4, while people with disabilities ratedmany of the texts provided
by ChatGPT 3.5 as the worst, they preferred most of the texts provided by ChatGPT 4,
because they found them easier to understand.

Table 4. The Five best (B) and the five worst (W) texts as judged by people with intellectual
disabilities

T1 T2 T3 T4 T5 T6 T7

Chat GPT 3.5 0125 turbo W W W W

Chat GPT 4 0125 preview B B B B

Students

Co-design process B W
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5 Discussion and Conclusions

This exploratory study aimed to assess the capabilities of Large Language Models
(LLMs), specifically OpenAI’s ChatGPT, in enhancing the cognitive accessibility of
textual information via SS in line with E2R guidelines. The outcomes revealed mixed
effectiveness. Experiment 1 demonstrated that ChatGPT 4 possesses a generally suf-
ficient understanding of E2R guidelines, outperforming its predecessor, ChatGPT 3.5,
in answering related queries. However, both versions struggled with certain aspects,
notably in providing a fully correct response to the importance of using positive over
negative sentence constructions.

Experiment 2’s comparative analysis of SS tasks underscored that while ChatGPT
can generate texts that are somewhat compliant with E2R guidelines, its outputs in the
case of Italian language do not always consistently match the quality of those produced
by human experts or co-design processes involving people with intellectual disabilities.

Notably, based on the experts’ judgements, texts simplified using ChatGPT often
retained complex semantic structures and exhibited inadequate exemplification and
lengthy sentences, detracting from their accessibility. Nevertheless, based on the experi-
ence of people with intellectual disabilities, the texts provided by ChatGPT 4 can result
in an excellent level of cognitive accessibility. Such results may seem incoherent. How-
ever, while it may seem strange that experts’ judgements seem to disagree with those of
people with disabilities, we must remember that perfect compliance with the guidelines
per se may not be entirely necessary or sufficient to ensure that texts are understand-
able for people with intellectual disabilities. In fact, as stated by the Inclusion Europe
Association the brochure titled “Do not write for us without us” [24] only “people with
intellectual disabilities know best what is good for them. They know best what they need
to understand information. No easy-to-read text should ever be written without people
with intellectual disabilities taking part at some point.”

While LLMs like ChatGPT can serve as auxiliary tools for simplifying text, human
oversight remains crucial to ensure compliance with heterogeneous needs of target audi-
ences.We highlight the importance of integrating LLMswithin broader co-design frame-
works that include stakeholders from diverse backgrounds, including people with cogni-
tive disabilities. Such inclusive approaches can enhance the relevance and accessibility
of simplified texts, leveraging the strengths of both AI and human expertise. Future stud-
ies should aim to optimize the prompt to be used to perform SS using ChatGPT through
co-design processes, involving people with intellectual disabilities, and to the definition
of new approaches aimed at optimizing SS tasks by taking advantage of LLMs’ learning
ability based on user feedback.
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Abstract. Information regarding tax and welfare is now increasingly dissemi-
nated online, where web pages and chatbots in many contexts have replaced direct
contact with case workers. The shift in interaction forms, from verbal to writ-
ten communication, may be troublesome for certain users, such as people with
impaired reading or spelling. People with dyslexia comprise a cohort who often
have challenges with textual input and reading and comprehending long texts con-
taining complex words. This paper reports the findings from a study of how young
adults with dyslexia experience chatbots from the Norwegian tax and welfare
agencies. A qualitative usability test was conducted to explore how the chatbots
functioned in practice. The participants reported challenges related to both reading
and writing when communicating with chatbots, which may hamper the under-
standing of and access to public information. The result might be a less inclusive
society. Some implications for improved chatbot design focusing on ameliorating
challenges with reading and writing are suggested.

Keywords: Chatbots · Dyslexia · Usability

1 Introduction

Information regarding tax and welfare is now increasingly disseminated online, where
web pages and chatbots often replace direct contact with case workers. Chatbots are
increasingly introduced into the public sector to give the citizens general answers to
questions about family, unemployment benefits, tax rules and regulations [1]. Chatbots
are expected to replace some of the human contact with a public administration and
reduce the load on staffed services. A benefit for the users is to receive quality assured
answers without needing to assess search results from a general Web search engine.

The Norwegian welfare administration expects that contact between citizens and
staffed services over telephone or over the counter in service offices will be reduced
considerably by 2025 [2]. According to a governmental action plan, Norway has a goal to
become universally designed by 2025 [3]. Moreover, universally designed ICT-systems
are required by law [4]. To comply with action plan and jurisdiction and ensure equal
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accesses to information for everyone, however, a better understanding of the accessibility
of chatbots for a diversity of users is required.

A chatbot is an automatic system that can chat with a user online [5]. Development
in machine learning technology have resulted in better chatbot responses [6–8]. Nev-
ertheless, using a public chatbot can still provide challenges for all types of users [1].
Where a human call advisor will actively help a caller with little previous knowledge
about tax, the chatbot will present the rules that apply on the topic [9]. A chatbot is based
upon textual communication and may therefore be particularly challenging to use for
people with impaired or reduced reading and/or writing skills.

People with dyslexia is an example of a cohort who frequently produce spelling
errors and experience challenges with reading comprehension [10]. Further, users with
dyslexia experience challenges related to searching, reading, and writing online [11, 12].
When having to rely on information retrieval through chatbots or textual information on
web pages, many people with dyslexia may lose access to important public information.

This paper reports the findings from a study of how young adults with dyslexia
experience using chatbots from the tax and welfare agencies in Norway. Young adults
encounter many tax issues for the first time when they enter adult life and is therefore
a user group that often contact the tax call center by telephone [13]. Young adults with
dyslexia may also need to apply for benefits or support from the welfare agency to get
access to e.g., expensive assistive technology. This study addresses how the chatbots
responded to the questions inputted by the participants, how the participants interpreted
the responses from the chatbots as well as their overall experience using the chatbots.

The contribution of this paper is to provide knowledge about how two important
public sector chatbots function in practice and how dyslexia can affect the interaction
between chatbots and end users. Moreover, some implications for design are suggested
which may improve the chatbot experience of people with dyslexia. Users with dyslexia
often produce misspellings, misread or struggle with the long and complicated terminol-
ogy applied by the tax and welfare agencies, which may also be problematic for other
types of user groups. The findings may therefore have implications for many other users.

The paper is structured as follow: First, a background is provided regarding research
on chatbots, the two chatbots applied in this study and dyslexia. This is followed by
the methodology. Then, the findings from the usability test are presented before some
implications for design of chatbots are suggested. The findings are discussed, followed
by a conclusion.

2 Background

2.1 Chatbots

A chatbot presents an alternative way for users to ask questions and receive answers
instead of searching web pages or making a phone call. Chatbots are used for many dif-
ferent purposes, such as customer service, public information, entertainment, socializing
or from curiosity of a new phenomenon [5, 6]. Research on chatbots is often carried out
from the perspective of the provider with a focus on profit and customer satisfaction
[14]. For use in customer service, a chatbot will need to be trusted by its users [5]. In a
literature review of educational chatbots in various learning domains, Kuhail et al. [15]
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found that design guidelines and usability heuristics for special learner groups were not
part of the design rationale for the chatbots.

A chatbot can also be used to give social support, which is important for health and
well-being for young people [14]. A chatbot often mimics human communication but
has in addition endless patience [16]. However, creating successful non-trivial chatbots
within specific topics has proved more difficult than anticipated [17]. A chatbot can
give confusing answers where background knowledge will be beneficial in producing
a well-formed request and to assess the quality of the response [1]. Users can also be
reluctant to ask a chatbot for more complex and sensitive tasks [7].

Chatbots that provide public information about citizens’ rights and duties will need
to give correct and relevant responses to citizens’ requests. Verne et al. [8] showed that
the LWA chatbot gave correct but not always complete answers to the requests received.
The match with the citizen’s request was not always correct. Hence the citizen easily
will misunderstand the response, believing it would be relevant for them. A misleading
response can occur in a chat session where a keyword from the opening request is lost.
When this keyword is not part of forming the answer, the chatbot response will not be
complete [1].

2.2 The Two Chatbots Applied in This Study

The two public sector chatbots applied in this study are the chatbots of the Norwegian
tax administration and the labor and welfare administration LWA (see Fig. 1). The LWA
chatbot was introduced to the public in the spring of 2018, is called Frida and is visually
depicted as a young woman. This chatbot was originally designed to only be able to
answer general questions about family and children benefits but is later developed to
cover more topics within labor and welfare.

Fig. 1. The two chatbots applied in the study, tax chatbot to the left, LWA chatbot to the right.
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The tax chatbot was introduced to the public in 2019 and did not have a human-like
name. The text in the chatbot window says “chat-robot”, and it is depicted as a small
robot. For both chatbots, machine learning technology is used to interpret the query
from the chatbot user, identify “intention” of the query and select the best response. In
both public administrations, the response texts are articulated by experienced advisors
as answers to example questions and are quality assured from the administrations.

2.3 Dyslexia

Dyslexia is prevalent in 5 to 20% of the population [18], depending among others on the
definition applied and the first language, since dyslexia manifest differently in dissimilar
languages. This specific learning disorder typically causes impaired reading and writing
skills [19] but can also affect information processing skills, working memory [20], rapid
naming skills [21], and concentration [22]. Although most of these characteristics are
found in all individuals with dyslexia, they occur differently and in varying degrees. For
example, some people read slowly, but have a good understanding of the content, while
others are fast readers, but make more errors.

Comorbidity is often found among individuals with dyslexia, where the most com-
mon combination is dyslexia and ADHD [23]. Other conditions are also commonly
co-occurring, such as dyscalculia or dyspraxia [24]. Although reading and writing skills
are affected throughout life, many people with dyslexia develop life experience and
coping strategies that will reduce the impact of dyslexia and improve quality of life
[25]. Nevertheless, reduced self-esteem and anxiety are frequently reported, among oth-
ers due to negative experiences in school, academic or work-related contexts [26, 27].
Consequently, many people rely on support from family members or others [28].

Most research on dyslexia addresses children, with a particular emphasis on learning
how to read at school. There are, however, many tasks that may be challenging later in
life, such as information retrieval [12, 29, 30], filling out forms and understanding official
documents [28]. Researchers have also addressed layout and implications for reading
speed and reading flow, including purposeful font types, sizes, and line lengths [31,
32]. It is reported that the eye movements of people with dyslexia can follow different
patterns than with people without dyslexia [33]. Moreover, it is suggested that short line
lengths, where the reader must move between lines in the middle of sentences can cause
challenges, both due to forgetting previously read content and because of difficulties in
navigating to the proper line [31, 32].

3 Methodology

3.1 Procedure

The study took place during the fall of 2019 and the spring of 2020. The aim was to
explore how using a chatbot is experienced by young adults with dyslexia and how the
two chatbots can be improved for this user group. The study was interpretive with an
aim to understand the experience of the participants [34]. Two methods were applied;
interviews and a usability test comprising five young adults with dyslexia who tested
two chatbots.
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The usability test was developed with the aim to increase the usability of the chatbot
interface for young adults with dyslexia. The test followed the criteria by Dumas and
Redish [35] where the participants are users of the interface, and the assignments reflect
real issues. The tasks were designed to be relevant for young adults getting their first job
and finding out if they apply for special benefits.

Before the usability test, each participant was interviewed about the use of assistive
technology and previous experiences with chatbots. The usability test consisted of four
assignments for each public sector areas tax and labor/welfare to be solved using the
chatbots. (The assignments are presented in the next section together with the findings.)
What the participants said during the usability test was recorded and transcribed, and the
datawas analyzed to find problematic issues and suggest improvements. The participants
were interviewed after the usability test about suggestions for improvements of the
chatbots. For both the tax and welfare chatbots, the participants were asked about their
overall experiences with and impressions of the chatbots.

3.2 Participants

Three participants were recruited through Dyslexia Norway and two people through an
extended network. The participants were 18–30 years old, threewomen and twomen. All
participants had some degree of dyslexia. They all stated that activities such as reading
and writing were time-consuming, and they frequently produced spelling errors. More-
over, all the participants preferred conversations over written communication. Following
this study’s ambition of giving the young participants with dyslexia a voice, they are
also given fictional names in this paper, the pseudonyms Rick, Mary, Ruth, Annie, and
Paul.

3.3 Analysis

According to the interpretive research paradigm [34], analysis is a continuing process
where analytical themes emerge during the whole research process. Some themes were
identified in the initial interviews. After all usability tests were carried out, the results
were given an inductive analysis aimed at identifying new themes and topics [36], where
elements were categorized and organized into broader topics.

The analysis was carried out by two of the authors and consisted of four steps:
a) Sticky notes were used to note findings and descriptions from each usability test.
b) The notes were categorized and organized into groups (see Fig. 2). c) Notes with
findings and descriptions were collected in themes. If a note did not match, new themes
were identified. d) All notes within a theme were inspected and checked by these two
researchers.

3.4 Ethical Concerns

The study had received privacy clearance from the Norwegian center for research data.
All participants were given information about the study, which was described as a web
experiment focusing on universal design of a “chat-robot”. The term “web experiment”
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Fig. 2. The analysis of issues and topics from a single usability test. White: findings from inter-
views, blue: tax, pink: welfare, and yellow: needs and wishes expressed by the participant. (Color
figure online)

was used to avoid the ambiguous term “test”. The recruitment letter explicitly stated
that the participant’s skills were not the focus of the “web experiment” but rather the
chat-robot solution. All participants signed consent forms where they agreed to take part
in a pre-interview, the actual experiment, and a post-interview.

4 Findings

In the next subsections, general findings from the pre-interviews are presented first. Then,
the assignments of the usability test and a description of the main findings are presented
together with the participants’ experiences. For both chatbots, the first assignment was
designed to investigate whether the participants could locate the chatbot online. The next
three assignments asked the participants to use the chatbot to find some topic-related
information, and finally they were asked about their overall impressions.

4.1 Pre-interviews

In the pre-interviews all participants described activities which included reading and
writing as time-consuming due to reading and spelling errors. They preferred talking over
writing and listening rather than reading. Over the years, reading andwriting had become
less problematic due to the development of coping skills. Nevertheless, the participants
reported experiencing stigmatization when engaging in activities requiring reading or
writing. All participants had used technical reading and writing support software or
acquired better reading and writing skills. Such tools were still used actively by two of
the participants.

All participantsmentioned that they did not like chatting ormessaging in socialmedia
or with e.g., a customer service because chatting was regarded as time-consuming, and
they were easily exhausted. All the participants had experience from using chatbots
before this study. Ruth reported that she always immediately asked for a human advisor.
Mary mentioned that she missed the emotional aspect when chatting with a chatbot and
that time limits connected to such services made the conversation stressful. However,
she added that the quality with a chatbot is that it cannot criticize or condemn her for
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spelling errors. The participants did not use reading or writing support software for
activities such as chatting.

4.2 The Tax Agency Chatbot

Locating the Chatbot. The first task was to navigate to the tax agency’s chat about
personal tax. All the participants found the chatbot web site, but three people took much
time. Rick produced a spelling error when looking up the web site so that he did not
find the right web page without help from the test leader. Annie and Paul did not easily
find the link to the chatbot from the contact page. Mary and Annie remarked that the
chatbot box was small compared to the available space on the web page, while Paul
used a zoom-function to read the text. When the chatbot opened, all the participants got
the first impression that they were communicating with a machine, not a person. Annie,
however, pointed out that it seemed like the chat-bot tried to appear as a human, which
might be misinterpreted by some people.

Availability of Tax Forms. The second task was: “You want to know when the tax
report form for 2019 will be available. How will you proceed to retrieve this information
by using the chatbot?”. Two participants found an answer, while three people (Rick,
Mary, and Ruth) found it difficult to formulate a request.

Several queries were misspelled when solving this task. Mary wrote a question
containing a spelling error. She got a reply that the chatbot did not understand the
question, but it responded adequatelywith a relevant link.Ruthmisspelled the sameword,
but with two errors related to both spelling and word-division. In this case, the response
was that the chatbot did not understand the question. Ruth was unsure whether she had
conducted a spelling error or if the chatbot did not analyze the question correctly: “is it
because I am spelling incorrectly now?”. The links provided by the chatbot contained
links to writing tips or other ways to contact the tax office, but no links related to the
actual topic searched for. Ruth then entered the query into Google’s search field, which
suggested corrections, and the corrected query was inputted into the chatbot. When Ruth
still did not get a relevant reply, she gave up.

The participants were positive to response alternatives from the chatbot because they
gave an overview of possible alternatives to follow up and did not demand textual input.
According to Rick: “The advantage with response alternatives is that one doesn’t have
to write”. Moreover, if the participants could refrain from inputting text, they avoided
misunderstandings. It was, however, sometimes difficult to choose the correct alternative.
Uncertainty and confusion could arise when the options were perceived as too similar.
In some cases, however, none of the suggestions seemed purposeful, and the request had
to be reformulated.

Advance Tax Forms. The third task was: “Imagine that you have got a new job and
your employer tells you to update the income figure in the advance tax form. How
will you use the chatbot to figure out how to do this?”. All the participants received an
adequate reply with several response alternatives. Although the chatbot did understand
some of the spelling errors, it did not understand all. Several alternatives were presented,
but Mary and Annie did not perceive them as relevant because they did not provide an
actual answer to the question. The responses were too general, and the participants had
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to reformulate their queries. Mary found the answer but said she “would have called
them now, this gets too complicated”. Annie decided to end the chat and start over again
to avoid the previous context of tax report, saying “one has to find these keywords”.

Ruth andMary found it problematic that the chatbot produced much text in response
to their question. To read all the text they needed to navigate upwards by scrolling in the
chat window. If they started to read the text before the chatbot had finished writing, their
reading flow was interrupted. While experiencing this, Ruth elaborated: “it abrupts the
reading and that is annoying” and Mary exclaimed: “this is horrible”.

Ordering a New Advance Tax Card. The fourth task was: “You have updated your
income as requested in the previous task and want the new advance tax card sent through
the mail. How will you investigate if this is possible by using the chatbot?”. Two issues
were revealed during this task, namely a low tolerance for spelling errors and the chatbot
not preserving the context from previous input during the chat.

Several spelling errors occurred in this assignment. For example, Rick asked for the
advance tax card in the mail, inputting the word ‘posten’ in Norwegian, but produced a
spelling error and wrote ‘poten’. The chatbot responded with a general reply: “I do not
quite understand what you were asking” and gave the response alternative “request a tax
card”, which was not what the participant requested. Rick could locate the spelling error
but was frustrated that the chatbot did not overcome this small error: “That wasn’t a big
spelling error, so I don’t understand why it didn’t comprehend that”. He corrected the
error but gave up when he still did not receive a relevant reply: “I have written everything
correctly. Here I would have asked someone for help because it is impossible for me to
get any further”.

Marywanted to discoverwhether the chatbot could answer her regarding how to order
an electronic advance tax card. She formulated her question with a small spelling error,
writing ‘bestille elektroniks skattekort’ inputting ‘elektroniks’ instead of ‘elektronisk’.
She got the following response from the chatbot: “I think I understood what you wrote,
but I did not understand ‘elektroniks’”, followed by a general response alternative for
ordering a tax card. When this participant reformulated the word “electronic” spelled
correctly, believing that the context of the request was preserved, the chatbot gave an
unspecific “I do not understand your question”. The participant found this frustrating
and she “would rather google to find the answer”.

Overall Impressions of the Chatbot. Paul found the chatbot surprisingly efficient,
but thought it was confusing when many messages came after each other. He would
rather prefer one longer message and wanted an option to talk to a person more easily
available. Annie reported that the chatbot was successful at retrieving answers for simple
questions, but wished it was easier to find on the webpage and a response for “none of the
answers”, to avoid dead ends. Rick found the chatbot ok to use, but somewhat stressful.
Mary emphasized the difficult terminology applied, and that it was advantageous that
the chatbot to some degree helped with misspelled words. However, she also perceived
the chatbot as very stressful to use and would have preferred talking to a person. Ruth
considered this chatbot to be better than other chatbots she had experienced, but wanted
clearer instructions that the best way to input queries was through keywords.
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4.3 The Welfare Agency Chatbot

Locating the Chatbot. The first task was to navigate to the welfare agency’s chat for
job seeking. Two participants, Mary and Ruth immediately googled “LWA chatbot” and
were taken directly to the chatbotweb page. It was, however, amore cumbersome process
to locate the chatbot from the LWA landing page. Annie and Rick took so much time on
this task that they gave up and had to get help from the test leader. Rick commented: “It
should be easier accessible. For example, an icon visible in a corner”.

When asked directly, all participants believed that they met a chatbot. There was,
however, some uncertainty whether the chat was controlled by humans or a machine in
the beginning. Mary asked when she found it: “What does ‘chat with us’ mean, does
it mean chatting with a person?”. Annie found it strange that the chatbot had a female
name and a female avatar (see Fig. 3). She was unsure if she would have understood that
the conversation would be with a chatbot and not a real person.

Work Assessment Benefits. The second task was: “You want to clarify what ‘work
assessment benefits’ means (abbreviated AAP in Norwegian). How will you go about
finding this out by using their chatbot?”. All participants solved this task, including two
participants who despite spelling errors received relevant response from the chatbot.
For this task the chatbot produced the most text (see Fig. 3), which all participants
found overwhelming. Rick found it hard to read repetitive text, so he often skipped
words and whole sentences. Ruth ignored huge parts of the text and pushed the link on
the last response from the chatbot. Annie said that the language was difficult and more
comprehensive than necessary: “It is a very long sentence, and it doesn’t need to respond
with this because it was not what I asked for “.

The answer from the chatbot was split into several messages. The first part of the
text disappeared on top of the chat window as more text was produced, and scrolling
was necessary to read it all. There was no conventional scroll bar available, and Mary
and Ruth needed help to navigate back in the chatlog to see the entire text.

WorkAssessment Benefits. The third taskwas: “Imagine that you have ‘reducedwork-
ing capacity’ and you want to investigate whether you have a right to work assessment
benefits. How will you use the chatbot to find this information?”. All participants suc-
ceeded in solving the task, three of themwith some effort, andwere providedwith several
response alternatives from the chatbot. Two participants received a reply that the chatbot
had already answered the question, which it had not. This issue was solved by inputting
a reformulated query. Rick stated: “this makes no sense, it was only a small spelling
error, a person would have understood this immediately”. When he reformulated the
question, he received a correct response.

Very different answers were provided to the participants on this task, and the large
amounts of text seemed irrelevant. For example, Paul referred to the first answer as
sufficient to answer his question. Ruth found the information overwhelming and would
have preferred talking to a person if she had reduced work capacity. She tried correcting
her query when she found a spelling error, but more text was produced by the chatbot
while she was inputting her query. Both Mary and Annie commented that their reading
was interrupted. Annie elaborated on this issue: “One starts to read and then the chatbot
interrupts you”.
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Fig. 3. The LWA chatbot

Paul, Mary, and Annie found it useful to receive response alternatives. According to
Annie, this feature could be applied more often. However, as with the tax chatbot, the
participants found it difficult to understand what the response alternatives entailed.

Personal Communication. The fourth task was: “Let us assume that you did not get
sufficient information about the work assessment benefits and you want to know more
by chatting with a human advisor. Howwill you go about starting a chat with a person?”.
All the participants queried the chatbot to get in contact with an actual person. Annie
had read before she started that the chatbot could redirect her to a chat with a person, but
you had to go through the chatbot to achieve this contact. Some users inputted simple
queries, such as Ruth who inputted ‘advisor’. A few simple spelling errors occurred
inputted by Mary and Ruth, but the chatbot gave adequate responses. In this assignment
it was probably helpful that, as a fallback question, the chatbot was designed to ask if
the user wanted to be redirected to chat with a human if it could not interpret the request.
Mary was wondering about the answer from the chatbot using the word ‘chat’: “does
that mean talking to a real person?”. When Paul inputted the query ‘contact advisor’,
the chatbot did not understand. It still provided a response on how to get in touch with
a person. Paul commented: “one has to be specific but not too specific simultaneously”.

Overall Impressions of the Chatbot. Paul found the chatbot somewhat messy and
with much unnecessary information. He was expecting the chatbot to be dumb but had
hoped it would be smarter. Annie wished the chatbot had been “more precise” and felt
that much of the text felt like “copy paste” from law texts. Rick expected the chatbot to
become better at spelling errors and to have an autocomplete function. Mary liked that
the chatbot had a larger display. She was, however, not interested in writing to it and
would rather talk to a person or search Google. Ruth found the chatbot clear but thought
a person would be able to explain laws and regulations better.
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4.4 Summing up and Post-interviews

Table 1 illustrates the participants performance during the different tasks. There were
experiences discussed by all the participants. Both chatbots showed some tolerance for
spelling errors and interpreted many requests correctly even when they contained some
spelling errors, particularly if the spelling error occurred in the keywords related to spe-
cial topic areas. Nevertheless, the participants expected a higher tolerance for spelling
errors than the chatbot had implemented. Moreover, they found that the chatbots dis-
turbed their reading flow by providing too much text so that they had to scroll backwards
to read the full reply, which they found annoying.

Table 1. Summing up how the participants succeeded with the assignments. Green/1: found an
answer, yellow/0.5: found an answer after some trial and error, red/0: no answer found.

Task Rick Mary Ruth Annie Paul

Tax1 0.5 1 1 0.5 0.5

Tax2 0.5 0.5 0 0.5 0.5

Tax3 0.5 0.5 0.5 0.5 0.5

Tax4 0 0.5 0.5 1 1

Lwa1 0 1 1 0 0.5

Lwa2 0.5 1 1 1 1

Lwa3 0.5 1 0.5 0.5 1

Lwa4 1 1 1 1 0.5

5 Implications for Chatbot Design for Young Adults with Dyslexia

The results from this study indicate that some of the problems that the participants
experienced related to reading, writing and comprehension probably was accentuated
by the dyslexia:

• Sometimes, the chatbot produced too much text, often over several messages. This
interrupted the reading flow, because participants had to scroll backwards to pick up
where they were, which can affect the reading flow [31, 32]. This behavior may also
potentially be related to impaired short-term memory or reading errors, resulting in
a need to revisit previous text.

• The terminology was unfamiliar and difficult and often with too long explanations.
This will be problematic for all citizens but will probably be accentuated by the
dyslexia.

• A low tolerance for some of these users’ spelling errors was shown by the chatbot.

To better support reading and writing experiences for people with dyslexia when
using a chatbot we suggest some improvements to the design:



348 G. Verne et al.

• Avoid interrupting the reading process. The chatbot could freeze the text that is
produced and signal that more text is added, or messages are written further down in
the chat window. A larger chat window will also provide sufficient space for longer
texts without the need for scrolling. Increased line lengths may potentially also make
the text easier to read [31, 32]. The window frame can be larger and does not need to
be conform with the restrictions of a mobile phone screen for all users.

• To keep the reading context, special terminology can be explained in a short pop-up
message within the chat window. These explanations can also have a reading aloud
option, to reduce the need to read long texts.

• Higher tolerance for spelling errors will benefit both people with dyslexia and people
without dyslexia, but the systems need to have tolerance towards some of the spelling
errors produced by people with dyslexia, which may differ from other users [11, 12].

• Some people with dyslexia may prefer listening to the response over reading. As
the chatbot messages are predefined they can easily be converted into human voice
messages activated by a click from the user.

• The text inputted by the user can be read aloud when clicking a button as a help to
locate spelling errors. Since this text is written by the user, it will need to be read by
a synthetic voice.

• The format of the chatbot can be extended with images and video explanations that
are shown outside the chatbot frame.

These implications for design barely scratch the surface of the possibilities for
improving conditions for better reading, writing and comprehension for people doing
inquiries for public information. Nevertheless, they may accommodate several of the
issues experienced by the participants in this study and may also benefit other users,
since spelling errors may be produced by all types of users.

6 Discussion

The chatbots in this study provide information about tax and welfare benefits which may
be crucial for citizens and impact their economic situation andwell-being. These chatbots
are therefore different from chatbots made available for sales or service, socializing,
engagement, and transformation [37]. The consequences for users who give up using
the chatbot or do not understand its responses can be much more severe than in other
contexts, where the user for example has the option of choosing another online store
or service provider. In the cases of tax and welfare, the users have few quality-assured
alternative information sources other than the official communication channels.

Formulating effective queries to a chatbot and understanding the responses correctly
can be challenging for all types of people [1]. Someof the comments from the participants
in this study appear to address general issues not related to having dyslexia. Reactions to
the female avatar, information overload or irritation about a lacking tolerance for spelling
errors are probably experienced by everyone. An additional challenge for young people
may be a lack of domain knowledge and little experience with tax, labor and welfare
compared to older users, who have previous experience and may be familiar with key
terms for these topics.
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During a chat session, citizens can ask to be set over to chat with a person. It has
been suggested that small talk as time-fillers from the chatbot will ameliorate the waiting
time [38]. Smalltalk that produces more text from the chatbot, possibly not even related
to the question, will increase the textual output. Consequently, the cognitive load will be
increased, and the irrelevant content may also be perceived as confusing. An alternative
could be offering users the option to view small instruction videos on topics related to
the queries they have recently inputted.

An increasing number of public services are transformed into online self-services.
Finding relevant information online can be demanding for everyone but may be
more difficult for young adults with dyslexia due to the heavy reliance on textual
communication.

Reading and writing are activities that all people find challenging from time to time.
The ability to read and write can be affected by not only having a reading or writing
impairment, but also by being ill, stressed, tired or worn out. Permanent or temporary
motor impairments can also impact the ability to use a keyboard for textual input, for
example if a person has a brokenwrist. Findings from this study suggest that some people
with dyslexia might prefer using speech recognition. However, since the chatbots seem
to work better when searching for keywords than longer sentences, speech recognition
will probably result in less precise results.

Issues related to writing, reading, and comprehending text will be more pronounced
for the young adults with dyslexia [19], making the overall experience with the chatbot
more demanding and frustrating than for other users. Moreover, much of the bureau-
cratic language contains long and complicated words, which makes reading even more
challenging. A lack of self-esteem and reliance on help from others, may also negatively
affect the experiences with chatbots [26–28]. Consequently, people with dyslexia more
easily may lose courage and give up, resulting in negative experiences with chatbots.
Often the participants could not understand whether their question was answered sat-
isfactorily by the chatbot. This was stressful, and on some occasions the participants
expressed that they would have made a phone call to make sure that they understood the
response. This finding may also be related to the lack of self-esteem found among many
people with dyslexia [26–28].

Research on chatbots for all is an important topic [39]. For chatbots that are applied
by users to inquire and learn about tax or welfare it is obviously very important that
all citizens are included. One way to strive for this is through studies like this, where
the needs of specific groups are considered. In line with Paddison and Englefield [40],
usability tests will give more precise knowledge about the different user groups´ unique
requirements. Moreover, previous research has emphasized people with dyslexia as a
purposeful cohort to include in user tests, because design improvements for this user
group will also increase the usability for others [22]. A more thorough discussion of
design implications can be found in Lilleby and Marstein [41].

This study has a few limitations. It is a small exploratory study with only five partic-
ipants. Moreover, chatbots are under continuous development and both the web pages
and the chatbot responses may have changed since the study was carried out. Some of
the design suggestions presented here may conflict with the needs for other groups. For
example, reading the chatbot responses aloud, will conflict with usability for people with
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impaired hearing. More tolerance for spelling errors can give wrong interpretations of
words, leading to irrelevant chatbot responses which can be misunderstood. It is there-
fore important to consider using several modalities to accommodate a broad diversity of
users.

7 Conclusion

Reading and comprehending (long) texts and complexwords are particularly challenging
for people with dyslexia. This study explored how two important public sector chatbots,
which are based upon textual input and output, function in practice and are experienced
byyoung adultswith dyslexia. The usability test revealed that both chatbots inmany cases
had problems understanding misspelled queries, produced too much and fragmentary
text, and that special terms were difficult to comprehend. It seems like the combination
of impaired reading and writing skills and self-esteem heavily resulted in many users
preferring to talk to an advisor rather than communicating with the chatbots.

Understanding public information and services is important for the democratic rights
and responsibilities for all citizens. Some of the challenges for people with dyslexia are
shared with the general public, but their problems with reading and comprehension are
more severe. The design suggestions provided heremay help people with dyslexia, while
improving the accessibility for other types of users.

Some results from this study are contradictory. People with dyslexia seem to prefer
to talk with a person. However, writing to a chatbot can be more comfortable because
nobody will pay attention to spelling errors and there will be no stigma. There is a
need for more research on how chatbots function in practice for this cohort, but also
for various other user groups, such as non-native speakers, people with impaired vision,
other neurodiverse citizens, or elderly people.

Acknowledgments. The authors wish to thank the participants for their time and effort and
Dyslexia Norway for helping with recruitment.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.

References

1. Simonsen, L., et al.: “I’m disabled and married to a foreign single mother”: public service
chatbot’s advice on citizens’ complex lives. In: Hofman, S., et al. (eds.) Electronic Participa-
tion 2020, pp. 133–146. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58141-
1_11

2. Simonsen, T.: Digitalisering i NAV [Digitization in NAV]. https://slidetodoc.com/digitalis
ering-i-nav-21-05-19-terese-simonsen/. Accessed 4 Dec 2023

3. Ministry of Children and Equality: Norge universelt utformet 2025: Regjeringens handlings-
plan for universell utforming og økt tilgjengelighet 2009–2013 (Norway universally designed
2025: The government’s action plan for universal design increased accessibility 2009–2013).
Barne-og likestillingsdepartementet, Oslo (2009)

https://doi.org/10.1007/978-3-030-58141-1_11
https://slidetodoc.com/digitalisering-i-nav-21-05-19-terese-simonsen/


Tax and Welfare Chatbots Used by Young Adults with Dyslexia 351

4. Ministry of Culture: Act relating to equality and a prohibition against discrimina-
tion (Equality and Anti-Discrimination Act). https://lovdata.no/dokument/NLE/lov/2017-06-
16-51. Accessed 10 Dec 2023

5. Brandtzaeg, P., Følstad,A.:Chatbots: changing user needs andmotivations. Interactions 25(5),
38–43 (2018)

6. Brandtzaeg, P.B., Følstad, A.: Why people use chatbots. In: Kompatsiaris, I., et al. (eds.)
Internet Science 2017, pp. 377–392. Springer, Cham (2017). https://doi.org/10.1007/978-3-
319-70284-1_30

7. Luger, E., Sellen, A.: “Like having a really bad PA”: the gulf between user expectation and
experience of conversational agents. In: Kaye, J., et al. (eds.) CHI Conference on Human
Factors in Computing Systems 2016, pp. 5286–5297. ACM, San Jose (2016)

8. Verne, G.B., Steinstø, T., Simonsen, L., Bratteteig, T.: How can I help you? A chatbot’s
answers to citizens’ information needs. Scand. J. Inf. Syst. 34(22), Article 7 (2022)

9. Verne, G.: Giving help or information?: A human advisor and a chatbot answers requests
from citizens. In: 21st EuropeanConference onComputer-SupportedCooperativeWork 2023,
pp. 1–16. European Society for Socially Embedded Technologies (EUSSET), [s.l.] (2023)

10. Snowling, M.J., Hulme, C., Nation, K.: Defining and understanding dyslexia: past, present
and future. Oxf. Rev. Educ. 46(4), 501–513 (2020)

11. Berget, G., Sandnes, F.E.: Searching databases without query-building aids: Implications for
dyslexic users. Inf. Res. 20(4), paper 689 (2015)

12. Berget, G., Sandnes, F.E.: Do autocomplete functions reduce the impact of dyslexia on
information-searching behavior?: The case ofGoogle. J. Am. Soc. Inf. Sci. 67(10), 2320–2328
(2016)

13. Verne, G.: The winners are those who have used the old paper form: on citizens and automated
public services. University of Oslo, Oslo (2015)

14. Adam, M., Wessel, M., Benlian, A.: AI-based chatbots in customer service and their effects
on user compliance. Electron. Mark. 31(2), 427–445 (2021)

15. Kuhail, M.A., Alturki, N., Alramlawi, S., Alhejori, K.: Interacting with educational chatbots:
a systematic review. Educ. Inf. Technol. 28(1), 973–1018 (2023)

16. Brandtzæg, P.B.B., et al.: When the social becomes non-human: young people’s perception
of social support in chatbots. In: Kitamura, Y., et al. (eds.) CHI Conference on Human Factors
in Computing Systems 2021, pp. Article 257. ACM, Yokohama (2021)

17. Laschke, M., et al.: Otherware needs otherness: understanding and designing artificial coun-
terparts. In: Lamas, D., et al. (eds.) Nordic Conference on Human-Computer Interaction:
Shaping Experiences, Shaping Society 2020, pp. Article 131. ACM, Tallinn (2020)

18. Wagner, R.K., et al.: The prevalence of dyslexia: a new approach to its estimation. J. Learn.
Disabil. 53(5), 354–365 (2020)

19. Brante, E.W.: ‘I don’t knowwhat it is to be able to read’: how studentswith dyslexia experience
their reading impairment. Support Learn. 28(2), 79–86 (2013)

20. Fostick, L., Revah, H.: Dyslexia as a multi-deficit disorder: working memory and auditory
temporal processing. Acta Physiol. 183, 19–28 (2018)

21. Nergård-Nilssen, T.,Hulme,C.:Developmental dyslexia in adults: behaviouralmanifestations
and cognitive correlates. Dyslexia 20(3), 191–207 (2014)

22. McCarthy, J.E., Swierenga, S.J.: What we know about dyslexia and Web accessibility: a
research review. Univ. Access Inf. Soc. 9(2), 147–152 (2010)

23. Germanò, E., Gagliano, A., Curatolo, P.: Comorbidity of ADHD and dyslexia. Dev.
Neuropsychol. 35(5), 475–493 (2010)

24. Willcutt, E.G., et al.: Understanding the complex etiologies of developmental disorders:
behavioral and molecular genetic approaches. J. Dev. Behav. Pediatr. 31(7), 533–544 (2010)

25. Swanson, H.L., Hsieh, C.-J.: Reading disabilities in adults: a selective meta-analysis of the
literature. Rev. Educ. Res. 79(4), 1362–1390 (2009)

https://lovdata.no/dokument/NLE/lov/2017-06-16-51
https://doi.org/10.1007/978-3-319-70284-1_30


352 G. Verne et al.

26. Lithari, E.: Fractured academic identities: dyslexia, secondary education, self-esteem and
school experiences. Int. J. Incl. Educ. 23(3), 280–296 (2019)

27. Novita, S.: Secondary symptoms of dyslexia: a comparison of self-esteem and anxiety profiles
of children with and without dyslexia. Eur. J. Spec. Needs Educ. 31(2), 279–288 (2016)

28. Carawan, L.W., Nalavany, B.A., Jenkins, C.: Emotional experience with dyslexia and self-
esteem: the protective role of perceived family support in late adulthood. Aging Ment. Health
20(3), 284–294 (2016)

29. Berget, G., Sandnes, F.E.:Why textual search interfaces fail: a study of cognitive skills needed
to conduct successful queries. Inf. Res. 24(1), paper 812 (2019)

30. Morris, M.R., et al.: Understanding the needs of searchers with dyslexia. In: Mandryk, R.,
Hancock,M. (eds.) CHIConference onHumanFactors inComputing Systems 2018, pp. 1–12.
ACM, Montreal (2018)

31. Berget, G., Fagernes, S.: “I’m not stupid”: attitudes towards adaptation among people with
dyslexia. In: Kurosu, M. (eds.) HCI International 2018: Human-Computer Interaction. The-
ories, Methods and Human Issues 2018. LNCS, vol. 10901, pp. 237–247. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-91238-7_20

32. Berget, G., Fagernes, S.: Reading experiences and reading efficiency among adults with
dyslexia: an accessibility study. In: Antona, M., Stephanidis, C. (eds.) HCI International
2021: Universal Access in Human-Computer Interaction. Access to Media, Learning and
Assistive Environments 2021, vol. 12769, pp. 221–240. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-78095-1_17

33. Starr, M.S., Rayner, K.: Eye movements during reading: some current controversies. Trends
Cogn. Sci. 5(4), 156–163 (2001)

34. Schwartz-Shea, P., Yanow, D.: Interpretive Research Design: Concepts and Processes.
Routledge, New York (2012)

35. Dumas, J.S., Redish, J.C.: A Practical Guide to Usability Testing. Intellect Books, Exteter
(1999)

36. Sharp, H., Preece, J., Rogers, Y.: Interaction Design: Beyond Human-Computer Interaction.
Wiley, Indianapolis (2019)

37. Roussou, M., et al.: Transformation through provocation? In: Brewster, S., et al. (eds.) CHI
Conference on Human Factors in Computing Systems 2019, pp. Paper 627. ACM, Glasgow
(2019)

38. Wintersberger, P., Klotz, T., Riener,A.: Tellmemore: transparency and time-fillers to optimize
chatbots’ waiting time experience. In: Lamas, D., et al. (eds.) Nordic Conference on Human-
Computer Interaction: Shaping Experiences, Shaping Society 2020, pp. Article 76. ACM,
Tallinn (2020)

39. Følstad, A., et al.: Future directions for chatbot research: an interdisciplinary research agenda.
Computing 103(12), 2915–2942 (2021)

40. Paddison, C., Englefield, P.: Applying heuristics to perform a rigorous accessibility inspection
in a commercial context. ACM SIGCAPH Comput. Phys. Handicapped 73–74, 126–133
(2002)

41. Lilleby, A.,Marstein, S.: “Chatbot for alle?»: En kvalitativ studie av dyslektikeres opplevelser
med chatbot [«Chatbot for all?»: a qualitative study of people with dyslexia and their
experiences with chatbot]. University of Oslo, Oslo (2020)

https://doi.org/10.1007/978-3-319-91238-7_20
https://doi.org/10.1007/978-3-030-78095-1_17


Author Index

A
Aldossary, Dalal III-429
Alfredsson Ågren, Kristin II-213
Aljasem, Dalal III-363
Alsos, Ole Andreas II-267
Al-Wabil, Areej III-429
André, Luis I-106
Antunes, Carlos III-203
Arias-Flores, Hugo III-382
Atarashi, Yui I-88
Azab, Mohammad III-234

B
Bächler, Liane III-3
Baker, Pamela III-222
Barberio, Anna II-368
Barthwal, Parth III-159
Baumann, Lukas II-19
Beccaluva, Eleonora II-404
Behravan, Majid II-301
Bekkvik Szentirmai, Attila II-267, II-282
Bellman, Scott III-112
Berget, Gerd I-337
Bernardino, Elidéa L. A. III-290
Bernasconi, Tobias III-3
Bhole, Palavi V. I-3
Biancur, Cooper I-19
Bonyani, Mahdi I-197
Branig, Meinhardt III-32
Buck, Andrew III-112
Bursy, Miriam II-171
Burzagli, Laura I-213, I-224
Busch, Matthias I-35
Buttiglione, Marco Domenico II-368

C
Cabrita, Cristiano I-234
Calle-Jimenez, Tania III-382
Cardoso, Pedro III-16
Carvalho, Isabel F. de III-290
Carvalho, Jailson I-234

Ceccacci, Silvia I-326
Cerutti, Paolo III-246
Chadwick, Darren D. II-213
Chan, Angela III-58
Chaparro, Barbara S. I-162
Chen, Yueh-Peng III-334
Chien, Wei-Chi II-198
Chinnici, Marta I-300
Crusco, Ivan II-368
Cunha, António III-203

D
D’Angelo, Ilaria I-326
Del Bianco, Noemi I-326
Deuss, Chantal III-144
Diaz, Christopher II-358
Dirks, Susanne II-19, II-171
Dreslin, Brandon D. I-162

E
Emiliani, Pier Luigi I-213, I-224
Engel, Christin III-32, III-393
Ersoy, Baha Mert II-321
Esparza, Francisco J. II-358
Etori, Naome A. II-382
Etzold, Emma F. II-100

F
Federspiel, Esther III-94
Feichtinger, Marcel III-3
Ferreira, João I-106
Fitzpatrick, Donal III-174
Freberg, Giske Naper II-3

G
Garzotto, Franca II-368, II-404
Generosi, Andrea I-250
Ghasemi, Shiva II-301, II-382, III-234
Giaconi, Catia I-326
Giesteira, Bruno III-16

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2024
M. Antona and C. Stephanidis (Eds.): HCII 2024, LNCS 14696, pp. 353–356, 2024.
https://doi.org/10.1007/978-3-031-60875-9

https://doi.org/10.1007/978-3-031-60875-9


354 Author Index

Gini, Maria II-382
Goldshtein, Maria I-271
Gollasch, David III-32
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