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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18-20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June — 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.



vi Foreword

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to Abbas Moallem, Communications Chair and Editor of HCI International
News.

July 2024 Constantine Stephanidis
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Preface

The cybersecurity field, in all its dimensions, is exponentially growing, evolving and
expanding. New security risks emerge continuously with the steady increase of internet
interconnections and the development of the Internet of Things. Cyberattacks endanger
individuals and companies, as well as vital public services and infrastructures. Con-
fronted with spreading and evolving cyber threats, the system and network defenses of
organizations and individuals are falling behind, as they often fail to implement and
effectively use basic cybersecurity and privacy practices and technologies.

The 6th International Conference on HCI for Cybersecurity, Privacy and Trust (HCI-
CPT 2024), an affiliated conference of the HCI International Conference, intended to
help, promote and encourage research in this field by providing a forum for interaction
and exchanges among researchers, academics and practitioners in the fields of HCI and
cyber security.

While technological solutions and institutional measures are paramount in mitigating
cyber threats, users themselves are integral components in the defense against cyberat-
tacks. Recognizing the influence of user behavior and practices, submissions this year
have addressed topics relevant to privacy perceptions, disclosure attitudes, user behavior
and understanding of cybersecurity features and threats, as well as cyber hygiene training
and assessment. In an era defined by digital connectivity and data-driven interactions,
the complexities and challenges associated with safeguarding personal information and
digital assets have garnered the attention of the research community, with submissions
in this area exploring human factors and security across contexts such as smart homes,
digital twins, and enterprises. Further, submissions have carried out a comprehensive
exploration of innovative strategies, experiential learning methodologies and expert per-
spectives aimed at fortifying defense, raising awareness, and fostering a culture of cyber
resilience. Finally, the role of HCI in the design of enhanced technological approaches
for uncovering cybersecurity vulnerabilities, mitigating risks and improving security
measures in various domains has been a crucial focus. As the editor of this volume, I am
delighted to present these diverse perspectives and scholarly endeavors, which collec-
tively contribute to the ongoing discourse surrounding the role of HCI in cybersecurity
and shed light on the intricate challenges entailed and the opportunities that emerge.

Two volumes of the HCII 2024 proceedings are dedicated to this year’s edition of
the HCI-CPT conference. The first focuses on topics related to Cyber Hygiene, User
Behavior and Security Awareness, and User Privacy and Security Acceptance. The sec-
ond focuses on topics related to Cybersecurity Education and Training, and Threat
Assessment and Protection.

The papers of these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the HCI-CPT Program Board or, in some
cases, from members of the Program Boards of other affiliated conferences. I would like
to thank all of them for their invaluable contribution, support and efforts.

July 2024 Abbas Moallem
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Decoding the Human Element in APT
Attacks: Unveiling Attention Diversion
Techniques in Cyber-Physical System
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Abstract. The number of complex cyber-attacks, such as Advanced
Persistent Threats (APTs), on Critical Infrastructures (CIs) continues to
rise. Recently, attackers have targeted lower layers of the Purdue model,
specifically the Operational Technology (OT) part, traditionally consid-
ered secure and unreachable. APTs are characterized by their stealthy,
prolonged presence in systems, often going undetected until significant
damage is inflicted. While defensive cyber deception technology, such as
honeypots, has been introduced to address sophisticated attacks, there
remains a gap in understanding the role of deception techniques from the
attacker’s perspective in manipulating defenders and system operators.

Therefore, this paper emphasizes the critical role of deception tech-
niques, particularly attention diversion, in APTs. The paper delves into
the multi-layered nature of APTs and explains the role of attention diver-
sion in manipulating human operators and system processes, and why
this is important to succeed with an APT. This psychological manip-
ulation aims to create a misleading sense of normalcy, diverting atten-
tion from critical vulnerabilities in the system. Such attention diversion
techniques can also amplify the challenge of detecting and mitigating
APTs, exploiting both human psychology and operational procedures
within CPS. To illustrate these aspects, the paper describes how atten-
tion diversion techniques was applied in a case study of an APT attack
conducted on a digital substation Hardware-in-the-Loop (HIL) testbed

and discusses the results.

The main purpose of this paper is to highlight the under-explored area
of deceptive strategies, particularly in OT, to motivate further research

into this area.

Keywords: Deception technique + Attention diversion - CPS - OT -

IEC 61850 - IEC 60870-5-104 - Social engineering -+ APT attack -
Digital substation - ICS - Critical Infrastructure
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024

A. Moallem (Ed.): HCII 2024, LNCS 14729, pp. 3-19, 2024.
https://doi.org/10.1007/978-3-031-61382-1_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61382-1_1&domain=pdf
http://orcid.org/0000-0002-3142-1583
http://orcid.org/0000-0002-4910-4228
http://orcid.org/0000-0003-1897-5132
https://doi.org/10.1007/978-3-031-61382-1_1

4 A. Akbarzadeh et al.

1 Introduction

In the evolving landscape of cyber threats, characterized by increasingly com-
plex and sophisticated attacks, the nature of cyber warfare has transformed this
landscape [15]. The continual increase in the diversity of these threats on one
hand, and the interconnectedness of critical systems, amplifies risks each year. As
a result, cyber defenders are faced with new challenges. This challenge is partic-
ularly exacerbated in the case of APT attacks, which are stealthily maintained
within a defender’s network and are difficult to detect as they often operate
within resources trusted by the defender [7,21]. APT campaigns have become
more complex, deploying novel strategies to target critical systems, especially
focusing on the OT components of Cyber-Physical Systems (CPSs) within crit-
ical infrastructures [6]. This shift necessitates a proactive approach in cyberse-
curity; One that is anticipatory of potential unknowns and novel attack vectors,
rather than merely reactive to known threats.

The escalating complexity of cyber attacks underscores the need to under-
stand and preemptively address these “unknowns” within system defenses. This
is especially crucial in the context of CPS, where the integration of IT and
OT poses unique challenges. The different priorities and mindsets between IT
and OT operators often lead to delayed recognition of cyber attacks within OT
environments, as system errors or anomalies are not immediately perceived as
security threats [1]. Such gaps in perception and response can inadvertently cre-
ate vulnerabilities ripe for exploitation by malicious actors.

In the digital realm, deception is a commonly employed tactic by malicious
actors, used to manipulate and exploit legitimate users for personal gain [9).
Techniques like phishing and social engineering are often leveraged to direct
users’ attention and induce specific actions [15]. While cyber defense research has
explored the use of deception for developing early-warning systems and sophis-
ticated security monitoring tools, such as honeypots, recent years have seen a
marked increase in the complexity of cyber attacks.

This paper proposes a shift in perspective by considering the application of
social engineering principles within the system’s operational domain. We intro-
duce “Attention Diversion” as a novel strategy employed by attackers once they
have infiltrated a system. This technique involves inducing errors or/and anoma-
lies that mimic routine system glitches, obscuring the true nature of the attack
and misleading operators into believing they are facing conventional system fail-
ures. By manipulating the focus and response of operational personnel, attackers
can allow their real cyber attack to proceed undetected and unmitigated. This
approach has been observed in several sophisticated attacks on critical infras-
tructures, particularly in the energy domain [12].

Our research aims to illuminate this subtle yet effective form of cyber manip-
ulation, exploring its mechanics and implications. We conducted a case study
using a hardware-in-the-loop digital substation testbed to investigate the atten-
tion diversion technique. Our main contributions are the following:
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— We examine the strategic application of deception techniques in cyber attacks,
focusing on how attackers can effectively use these methods within Cyber-
Physical Systems.

— We introduce and define Attention Diversion as a novel tactic used by cyber
attackers to mislead and manipulate the actions of system operators.

— We propose a conceptual framework for the application of Attention Diver-
sion, distinguishing between Atomic Deception Techniques for specific attack
stages and a broader Cover Story for the overall attack strategy.

— We illustrate the application of the proposed method using a realistic
hardware-in-the-loop digital substation enclave testbed.

The reminder of the paper is organized as follows: Sect.2 provides back-
ground studies and reviews related work. Section 3 delves into the concept of
deception from the attacker’s perspective, using the cyber kill chain to explain
attention diversions. Section4 presents our case study. We conclude the paper
and highlight future research directions in Sect. 5.

2 Background and Related Work

According to the Stanford Encyclopedia of Philosophy [14], a traditional defini-
tion of deception is “to intentionally cause to have a false belief that is known or
believed to be false”. Following this definition, in psychology, deception is under-
stood as an intentional act to hide, fabricate, or alter both factual and emotional
information to foster or uphold beliefs in others that the deceiver knows to be
untrue [16]. In the digital world, deception is a recognized method employed by
malicious actors to manipulate legitimate users for their own advantage. Typ-
ically, attackers utilize cyber deception to mask their reconnaissance activities
and stealthily infiltrate systems, all while avoiding detection by watchful defend-
ers [15]. Malicious deception plays a pivotal role in a variety of cyber attacks,
including phishing, APTs, man-in-the-middle attacks, and the implementation of
Sybil nodes in social networks [17]. Nevertheless, our review of recent academic
literature indicates that there is a significant emphasis on defensive deception
tactics, while the exploration of how attackers might employ deception tech-
niques in their operations has not been extensively investigated.

Amoroso [4] introduced deception as a means to protect against sophisticated
attacks that exceed the capabilities of traditional security methods. This involves
strategically embedding a layer of cleverly designed trap functionality or misin-
formation into both internal and external interfaces of national infrastructure to
mislead adversaries.

NIST 800-160 [18] refers to the deception technique as one of the 14 tech-
niques of cyber resiliency and names: (1) obfuscation, (2) disinformation, (3)
misdirection, and (4) tainting as the approaches for realizing it.

Seo et al. [20] summarized defensive cyber deception technology into: (1)
moving target defense (MTD), (2) Honey-X (honeypots, honeynets, honeytokens,
etc.), and (3) Decoy.
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Heckman et al. [10] proposed a “deception chain” for the design, prepara-
tion, and implementation of cyber disruption and denial (Cyber-D&D) activities
and integrated these methods into both an intrusion campaign and a defensive
deception campaign. The author in [4] emphasized that deception in security is
effective when it accomplishes any or all of the following objectives:

1. Attention: Diverting an adversary’s focus from real assets to bogus ones.

2. Energy: Draining an adversary’s valuable time and resources on false targets.

3. Uncertainty: Generating doubt about the legitimacy of a detected vulnera-
bility.

4. Analysis: Establishing a foundation for real-time analysis of an adversary’s
actions.

Likewise, incorporating any of these elements into an attack strategy can
enhance the likelihood of a successful attack, a detail that has been neglected in
the portrayal of the cyber kill chain when explaining attack steps.

NIST 800-160 [18] named “deception” as one of the attack vectors might
be used in conducting APT attacks. However it limits the deception to only
one of the 14 techniques of cyber resiliency, and defined it to enable defenders to
mislead, confuse, hide critical assets from, or expose covertly tainted assets to the
adversaries. It is explained that the deception technique can be realized through
four different approaches, namely: Obfuscation, Disinformation, Misdirection,
and Tainting. Table1 summaries these approaches. NIST 800-160 also noted
that deception technique can cause adversaries to waste effort.

Table 1. Deception technique [18]

Approach

Definition

Example

Obfuscation

Create obstacles that hinder the adver-
sary from both discovering and compre-
hending the information effectively.

Encryption or steganographic encod-
ing

Disinformation

Deceive adversaries by providing delib-

False credentials and tokens (e.g., hon-

erately misleading information. eytokens)
Misdirection Direct adversary activities to deception | Honeypots, honeynets, or decoy
environments/resources. files and maintaining comprehensive
deception environments
Tainting Implant hidden functionalities within | Beacon traps or steganographic data

resources and make stolen assets reveal
the identity of adversaries or potentially
cause harm to them.

in files

Heckman et al. [10] identified three common objectives in all forms of decep-
tion: firstly, to alter an adversary’s perceptions and beliefs; secondly, to prompt
action or inaction based on these changes; and finally, to benefit the deceiver,
in any way, from the adversary’s responses (action or inaction). Note that, the
critical aspect of deception planning is not merely influencing adversary beliefs,
but cleverly affecting and directing the adversary towards a desired action. The
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authors proposed an eight-step deception chain from the defensive cyber-D&D
operation perspective that includes planning, preparing, and executing phases.

Pawlick et al. [17] highlighted that many modern attacks involve APTs. These
attacks are hidden, ongoing operations that use social engineering and deception
to enable attackers to gain internal access to networked systems. Nonetheless,
it is essential to understand that the use of deception is not limited to just
infiltrating a system. It can also be employed as a strategy to continue deceiving
operators once attackers have already established a foothold inside the system.
A prime illustration of this tactic is the Stuxnet attack, where deception was
effectively used to misguide system operators [10].

While the concept of deception has been widely studied for defensive purposes
in cybersecurity, there is a noticeable lack of in-depth research into how attack-
ers might leverage deception. Addressing this gap could significantly enhance
security training and awareness. The idea of using deception to mislead during
cyber attacks, particularly in sophisticated scenarios such as APT attacks on
critical infrastructure, and influencing the decisions of system operators, is what
we term “Attention Diversion” in this paper, inspired by the definitions available
in [4,18]. The concept of attention diversion, as outlined here, is an essential yet
under-explored area of study. Our analysis in this paper highlights that attention
diversion, in the context we define, is still a largely undiscovered approach, with
few existing research works delving into it.

3 Methodology and Concept

As discussed in Sect. 1, this paper investigates deception as a potential vector
for attacks, particularly complex ones. Attackers might employ deception either
as a supplementary technique or as the primary method to achieve their objec-
tives. Human perception, fundamentally influenced by sensory information from
the environment, plays a critical role in this context. Deception involves manip-
ulating this sensory information to create false beliefs, which can trigger vari-
ous biases in the deceived, affecting their decision-making, beliefs, and behavior
[11,19]. These biases are categorized as follows [9]:

— Personal Biases: Originating from individual experiences, education, and
traits.

— Cultural Biases: Stemming from societal beliefs, morals, and practices.

— Organizational Biases: Influencing perceptions and decisions within struc-
tured environments.

— Cognitive Biases: Inherent in our process of perceiving and processing infor-
mation.

Principles such as truth, denial, deceit, misdirection, and confusion, partic-
ularly misdirection and confusion, are central to deception in cybersecurity and
can be used to reinforce organizational biases to serve adversaries’ purposes (3, 5].
Additionally, there are ten distinct hypotheses (maxims) relevant for deception
and surprise:
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Magruder’s principles.

Limitations of human information processing.

Multiple forms of surprise (cry-wolf syndrome).

Jones’ lemma.

A choice among A-type and M-type deception.

Axelrod’s contribution.

A sequencing rule.

The importance of feedback.

The Monkey’s Paw.

Care in the designed and planned placement of deceptive material.

SR IR

—_

Despite the complexities of adversarial relationships and engineering systems,
deceptive interactions can be simplified into a basic schema, as shown in Fig. 1.
Considering the factors previously outlined, alongside the principles of deception
and the four elements highlighted in [4], we herein define “Attention Diversion”
as a strategic approach for deception from the adversary’s perspective. Atten-
tion diversion aims to captivate the attention and exhaust the energy of system
operators or defenders, thereby increasing the probability of a successful attack.
This strategy aligns with organizational biases and is designed to established
maxims for successful deception. By manipulating perceptions and leveraging
biases, adversaries can effectively guide the actions and responses of their tar-
gets, thereby achieving their deceptive goals.

3.1 Definition of Attention Diversion in Cybersecurity

Attention Diversion from the the adversary perspective in cybersecurity is a
strategic approach where the adversary aims to mislead or distract targets,
including system operators, security teams, or users, from the actual cyber
threat or malicious activity. The main goals of attention diversion are to prolong
the undetected status of the actual attack particularly in APT attacks, compli-
cate the defense and investigation processes, and exhaust the target’s resources,
thereby weakening their ability to respond effectively.

Enacts Used to
Plans using --- decelve
Deceiver Diaception |:> s Target
Story e

Feedback on effects of the deception

Fig. 1. Strategic deceptive flow [9].
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3.2 Techniques of Attention Diversion

To apply the concept of attention diversion, adversaries may attempt to create
minor security incidents, generate false security alerts, or induce system errors
that appear innocuous. The intent is to divert focus from the adversary’s true
actions. This can be achieved through dual approaches: (1) Silent manipulation
and/or (2) Overt Distraction.

1. Silent Manipulation involves tactics like the injection of misleading data
or the creation of minor anomalies that mimic routine system issues. It is
designed to subtly shift the attention of security personnel, allowing the main
attack to remain undetected for a longer duration. Here the attackers utilize
attention diversion to reach their goal while they are trying to make less noise.

2. Overt Distraction can be used for immediate diversion needs, when apply-
ing more noticeable methods such as DDoS attacks are acceptable. These
tactics serve to draw attention and resources towards a significant, imme-
diate issue while simultaneously masking the real attack. This approach is
particularly effective when rapid action is needed or when an attack risks
being exposed.

Depending on the attack scenario and needs, attackers can choose to apply
one of these approaches. It should be highlighted that the ultimate goal here is
to achieve the main objective of the attack, even if it requires the use of overt
distraction, which can be noisy. Based on our study of previous attacks, we
have identified some techniques that might be used by adversaries for attention
diversion, as follows:

— Needle in the haystack.

— Sending messages to interrupt communication. When the communication is
reestablished (e.g., TCP connection rebuild or other protocol-level connection
rebuild), the attacker can use this time to attack.

— Sending error messages (pretending device failure) on behalf of the target
device, e.g., to conceal other offensive actions.

— Disabling necessary functions (e.g., PTP time synchronization) that divert
the attention of the operator.

We will elaborate more on these techniques in Sect. 4.

3.3 Conceptual Framework

In light of the literature review and our previous hands-on attacks conducted
on digital substations [2,8], it has been realized that attention diversion can be
utilized by attackers in two distinct yet complementary approaches, namely the
“Atomic Deception Technique (ADT)” and “Cover Story”. Figure?2 represents
these two approaches align with the cyber kill chain, a conventional representa-
tion of different steps of a cyber attack [22].
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ADT approach refers to the case where adversaries apply attention diver-
sion techniques at each individual step of an attack, such as reconnaissance or
exploitation, tailoring the technique to the specific stage of the cyber kill chain.
While the Cover Story represents a broader strategy that adversaries follow
throughout the entire steps of an attack, covering the entire cyber kill chain.
This cover story serves as a comprehensive roadmap designed by adversaries to
mislead defenders throughout the attack life-cycle.

Atomic Deception
Technique (ADT) ADT ADT ADT ADT ADT ADT ADT

per attack step

Kill chain Reconnaissance Weaponization Delivery Exploitation | Installation Command &Control  Actions

Cover story Cover story

Fig. 2. Integration of Deception Life-cycle with the Cyber Kill Chain.

Considering the specific requirements of the main attack, attackers may lever-
age either one or both approaches. This decision relies on the purpose of apply-
ing attention diversion. To this end, attackers define the primary objective of
applying attention diversion and gather information related to the target sys-
tem. This information includes understanding vulnerabilities, predicting poten-
tial reactions of the defenders, and identifying any biases that could be exploited
later to plan and develop techniques of attention diversion. Based on the defined
purpose and collected information, attackers then select the appropriate atten-
tion diversion approach. The attackers can primarily leverage each approach to
fulfill their objectives as follows:

I) Applying Atomic Deception Techniques: This option is selected
when the objective is to enhance specific stages of the attack with attention
diversion. It is particularly useful when deception is needed to enable or aug-
ment the impact of certain attack steps.

IT) Creating a Cover Story: Attackers consider creating a cover story
when a more comprehensive and holistic deception strategy is required to suc-
cessfully achieve their goal. This approach is appropriate for scenarios where
obscuring the entire attack sequence is necessary to achieve the attack objec-
tives.

These approaches illustrate the versatility and strategic depth of deception
in cybersecurity. Section 4 details these concepts through a hands-on attack con-
ducted in a hardware-in-the-loop digital substation testbed to observe and eval-
uate the applicability of the proposed attention diversion.
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4 Case Study

In this case study, we leverage the digital substation (DS) Enclave testbed [13],
depicted in Fig.3 to conduct a cyber attack targeting the IEC 61850 and IEC
60870-104 protocols as explained in [2,8]. The primary objective is to analyze and
demonstrate how the integration of attention diversion can potentially enhance
the outcomes of these attacks. Note that this section does not delve into the
detailed aspects of the attacks, as those are thoroughly covered in our previous
works [2,8]. The emphasis of this study is on examining whether the integration
of attention diversion strategies could potentially enhance the effectiveness of
these attacks, and to shed light on the necessity of considering the possibility of
deception in the lower layers of the operational technology part in CPSs, and to
increase the awareness amongst operators and system owners.

&%

)

Level 3 Control Center
& orporate WAN;
Attacker

ékouter
=3
Level 2 =. 3
HMI o5

.
1EC 60870-5-101, L]
|:', SIMATIC

IPC-427E

-

Gateway by
. SICAM A8000 /CP-8050 1
{ IE-4000-458P4G 40} 41
Level 1 Attacker }_ L o A S IPROTEC S SIPROTECS
d ! ] Bay Controller Protection 2
Energy-sb-ews01 ' Meinbé§  siemens Relay LP Net(Station Bus)
................................. R et
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| e | v PMU Net(Process Bus)

Fig. 3. Digital substation enclave testbed.

4.1 Digital Station (DS) Enclave Testbed

Figure 3 depicts a digital substation consisting of two primary components: the
station bus (yellow block) and the process bus (red block). The station bus
connects all bays with the supervisory level, while the process bus links Intel-
ligent Electronic Devices (IEDs) within a bay for real-time measurements. Key
elements in the digital substation includes digital station equipment, a control
center machine, and engineering workstations for operations and configurations.



12 A. Akbarzadeh et al.

In this tested, Siemens have provided the digital station equipment, designed
for high-voltage substations, with the SICAM A8000 CP-8050 serving as a dual-
role gateway. This gateway manages the interface between the substation and
the dispatch center, performing protocol conversion from IEC 61850-8-1 (MMS)
to IEC 60870-5-104 and acting as a network isolation mechanism.

For precise time synchronization, the substation uses Ruggedcom RSG2488
and Meinberg M1000 time servers with GPS time sources, configured for PTP
compliance with the Power Utility Profile. The station and process bus network
switches are interconnected for synchronization. IECTest simulates the opera-
tion control center (dispatch center), communicating with the SICAM A8000
CP-8050 gateway. The Siemens DS enclave components are updated to the lat-
est versions, and the testbed includes several Industrial Control System (ICS)
Intrusion Detection Systems (IDSs) from various vendors.

4.2 Constructing the Cover Story

The cover story is constructed based on the principle that OT personnel in
critical infrastructures are more inclined to attribute system irregularities to
technical glitches rather than cyber attacks, a concept rooted in organizational
biases [9]. This belief forms the foundation of our deception strategy. According
to [10] and aligned with Magruder’s principles, the most effective deceptions
build upon preexisting beliefs. Thus, the cover story is designed to reinforce the
notion that the observed network anomalies are mere system glitches, diverting
attention from the actual cyber attack.

4.3 Summary of the Covering Story

The attackers initiate their operation with a phase of reconnaissance, aiming to
collect information about the target network. Passive reconnaissance techniques
enable them to eavesdrop on network communications, identifying key patterns
and configurations such as ASDU and IOA addresses. They then transition to
active reconnaissance, pinpointing the locations of gateway devices, the control-
ling station, and the network gateway through port scanning.

Following reconnaissance, the attackers employ deceptive techniques, delib-
erately creating disruptions that appear as harmless technical irregularities. This
strategy diverts the attention of operators and engineers toward resolving these
perceived network issues. Initially, step 4 is designed to subtly imitate common
network problems, leading operators to believe they are facing regular technical
difficulties.

As the network environment becomes flooded with apparent technical issues,
the attackers shift their focus to manipulate the Precision Time Protocol (PTP).
They subtly alter PTP settings to disrupt real clock sources, causing IEDs to rely
on internal clocks and to flag missing time synchronization. Up to this point, the
attackers have followed a silent manipulation approach, using attention diversion
to conceal their activities targeting PTP. At Step 7, the attackers achieve their
goal, and it is observed that their cover story effectively helps them conceal their
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manipulation. However, once the PTP attack is executed, operators may begin
to understand what has happened. At this stage, the attackers can transition
from silent manipulation to overt distraction, prolonging the time needed to
detect the PTP attack. To further conceal their activities and divert attention
from these alterations, the attackers execute DDoS attacks in Step 8. These
attacks exacerbate network chaos, complicating the operators’ ability to identify
the source of disruptions.

The DDoS plan serves a dual purpose in this context. Primarily, it adds a
layer of chaos and confusion within the network, hindering operators’ ability to
pinpoint the root cause of disruptions. Secondarily, the DDoS attacks provide
the attackers with the necessary time to precisely manipulate PTP settings,
introducing timing inconsistencies among IEDs. This combination of tactics not
only delays detection, but also complicates the attribution of network anomalies
to malicious origins. It provides a window of opportunity for attackers to move
to the second stage in the kill chain and to execute an ICS attack, as described
in Step 9 of the attack steps outlined below.

Based on comparisons between the results of this attack, which utilized atten-
tion diversion, and our previous work [2], we found that the former could signif-
icantly impact operators’ reactions.

4.4 Attack Steps

In the following we summarize the attack steps.

Step 1 - Initial Reconnaissance:

Attack Type: Passive Reconnaissance.

— Attack Aim/Action: Gathering information about the IEC 60870-5-104 net-
work

Attack Technique: Promiscuous mode listening and information gathering.
— Outcome: Successful reconnaissance with no trace.

Step 2 - Identifying Device Types

— Attack Type: Passive Reconnaissance.

— Attack Aim/Action: Identifying device types and characteristic (see Fig.4
showing the result of the reconnaissance, including which switch leg that is
in used).

— Attack Technique: Gateway fingerprinting - MAC address grabbing.

— Outcome: Partially successful reconnaissance, identifying manufacturer infor-
mation.

Step 3 - Network Discovery

— Attack Type: Active Reconnaissance.
— Attack Aim/Action: Finding Gateway devices, controlling station, and the
interface to the protected network.
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— Attack Technique: Port scanning the subnet for open 2404 tcp ports.
— Outcome: Successful reconnaissance, discovering key network components
(see Fig.5).

Step 4 - Distraction through Operation Failure:

— Attack Type: Operation failure.

— Attack Aim/Action: Sending wrong measurement values and attempt to prop-
agate errors as well as sending error messages.

— Attack Technique: Sending wrong data on behalf of the Gateway using packet
injection and sending error messages.

— Outcome: Successful operation failure, leading to communication disruption
and diverting attention.

Step 5 - Precision Time Protocol (PTP) Setup:

— Attack Type: Initial Reconnaissance.

— Attack Aim/Action: Collecting information regarding clock sources (Meinberg
and Siemens).

— Attack Technique: Passive reconnaissance.

— Outcome: Attacker obtains information necessary for the later PTP manipu-
lation.

Step 6 - PTP Master Clock Emulation:

Fig. 4. Passive reconnaissance.

— Attack Type: Attacker takes over as the master clock.

— Attack Aim/Action: Manipulating the PTP to become the master clock on
the network.

— Attack Technique: Rough master clock emulation.
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— Outcome: Multiple clocks in the network (more than what is configured in
the network).

Step 7 - PTP Manipulation:

— Attack Type: Attacker maintains status with the master clock emulation.

— Attacker Aim/Action: Repeating the master clock emulation message every
second.

— Attack Technique: Rough master clock emulation with broadcast messages.

— Outcome: Real clock sources stop working, no PTP time synchronization in
the network, IEDs start using their internal clock and flagging missing time
synchronization on Sample Value Messages (SVMs).

Step 8 - DDoS:

— Attack Type: DDoS.

— Attacker Aim/Action: Attention diversion by (1) disabling communication
between the Gateway and the control center, (2) ARP poisoning, and (3)
disabling Gateway accessibility.

Fig. 5. Discovery of the equipment communicating on the network.
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— Attack Technique: ASDU RESET flood with packet injection, controlling
center source IP spoofing, ARP poisoning without packet forwarding, and
TCP level SYN flood of the Gateway.

— Outcome: TCP connection reset, a large amount of fake ARP replies, and an
excessive amount of SYN packets towards the Gateway (see Figs.6, 7, and
8).

No. Time Source Destination Protocol Length Info
- 89.. 10.152.40.2 12.152.42.1. IEC 6@87@-5 ASDU 81 -> I (41,32) ASDU=1 M ME_TF_1 Spont I0A=100021
- 91._ 10.152.40.101  10.152.40.2 IEC 6@870-5 ASDU 76 <- I (32,42) ASDU=1 C_CS_NA 1 Act 10A-0
= 91.- 10.152.40.2 12.152.42.1- IEC 6@87@-5 ASDU 76 -> I (42,33) ASDU=1 C_CS_NA 1 ActCon IOA=0
P U < ) S U P - . s L O 7 1) I o W O = A O Y T 3 o0 ]
.= 12.152.42.2 10.152.42.1. IEC 6@87@-5 ASDU 7@:-> I (43,34) ASDU=1 C_RP_NA_1 ActCon IOA=0
2 1

.152.40.101 10.152.42. IEC 6@87@-5 ASDU (34,44) ASDU=1 C_RP_NA 1 Act I0A=0

IEC 60870-5 ASDU 76 <- I (@,0) ASDU=1 C_CS_NA 1 Act I0A=0
(1,@) ASDU=1 C_CS_NA 1 Act 10A-0
(2,0) ASDU=1 C_CS_NA 1 Act I08=0

.152.40.101 .
- 163. 10.152.40.101 10.152.42.2 IEC 6@87@-5 ASDU 76 <- 1
- 163~ 12.152.40.101 10.152.42.2 IEC 6@870-5 ASDU 76 <- I

Frame 1230: 7@ bytes on wire (56@ bits), 70 bytes captured (56@ bits) on interface \Device\NPF_{15A398F8-EFD6-
Ethernet II, Src: SAT_fc:24:5d (@2:e@:a8:fc:24:5d), Dst: VMware_9d:21:bS (@@:0c:29:9d:21:b5)

Internet Protocol Version 4, Src: 12.152.40.2, Dst: 10.152.402.101

Transmission Control Protocol, Src Port: 2424, Dst Port: 6@861, Seq: 371, Ack: 261, Len: 16

IEC 60870-5-104: -> I (43,34)

IEC 6@870-5-101/1@4 ASDU: ASDU=1 C_RP_NA_1 ActCon IOA=0

Fig. 6. DoS attack with spoofed reset commands using packet injection to disable
communication between the Gateway and the control center.

No.  Time Source Destination Protocol Length Info
- 84.455854 VMuare_9d:21:b5 VMware_70:5- ARP 60 10.152.40.101 is at @@:0c:29:9d:21:bS
- 84.471470 VMware_70:56:f4 VMware_9d:2- ARP 6@ 10.152.40.2 is at @0:0c:29:70:56:T4
- 84.505223 VMware_70:56:f4 SAT_fc:24:5d ARP 60 10.152.40.101 is at @0:0c:29:70:56:4
- 84.535992 VMware_70:56:f4 VMware_9d:2- ARP 60 10.152.40.2 is at @0:0c:29:70:56:f4
- 84.565247 VMuare_70:56:f4 SAT_fc:24:5d ARP 60 10.152.40.101 is at 00:0c:29:70:56:4
- 84.605204 VMuare_70:56:f4 VMware_9d:2- ARP 60 10.152.40.2 is at 00:0c:29:70:56:f4
- 84.635998 VMuare_70:56:f4 SAT_fc:24:5d ARP 60 10.152.40.101 is at 00:0c:29:70:56:f4
- 84.669171 VMware_70:56:f4 VMware_9d:2. ARP 60 10.152.40.2 is at 00:0c:29:70:56:f4
- 84.70116@ VMuare_70:56:f4 SAT_fc:24:5d ARP 60 10.152.40.101 is at 00:0c:29:70:56:4
- 84.732037 VMware_70:56:f4 VMware_9d:2- ARP 6@ 10.152.40.2 is at @0:0c:29:70:56:f4
- 84.765165 VMware_70:56:f4 SAT_fc:24:5d ARP 60 10.152.40.101 is at 00:0c:29:70:56:4
- 84.797154 VMuare_70:56:f4 VMware_9d:2. ARP 60 10.152.40.2 is at 00:0c:29:70:56:f4

Fig. 7. DoS attack with ARP poisoning.

Step 9 - ICS attack:

— Attack Type: ICS attack.

— Attacker Aim/Action: Attacker takes advantage of the window of opportunity
to execute the actual ICS attack (stage 2 of the ICS kill chain).

— Attack Technique: Attacker may follow different techniques depending on the
attack aim.
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[tep

No.  Time Source Destination

Protocol  Length Info

Frame 337972: 60 bytes on wire (480 bits), 60 bytes captured (480 bits) on interface \Device\NPF_{15A39BF8-EFD6-4289-ABOI-OFSDC
Ethernet II, Src: VMware_70:56:f4 (00:0c:29:70:56:4), Dst: SAT_fc:24:5d (@0:e@:a8:fc:24:5d)

Internet Protocol Version 4, Src: 10.152.40.151, Dst: 10.152.40.2

Transmission Control Protocol, Src Port: 55093, Dst Port: 2404, Seq: @, Len: @

Fig. 8. DoS attack with SYN flood to disable the Gateway accessibility.

— Outcome: The results will vary and depend on the techniques used by the
attacker. Examples of outcomes are as defined by MITRE ATT&CK for ICS:
Damage to property, Denial of control, Denial of View, Loss of availability,
Loss of control, Loss of productivity and revenue, Loss of protection, Loss
of safety, Loss of View, Manipulation of control, Manipulation of view, and
Theft of operational information.

Figure9 illustrates the comprehensive integration of Atomic Deception Tech-
niques and the Cover story across the various attack steps, highlighting the
strategic transition from silent manipulation in the initial steps to overt dis-
traction in the final phase. This visual representation provides a clear overview
of how deceptive tactics are systematically employed throughout the different
stages of the cyber attack in this case study.

ADT ADT

v

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8

\ J

f
(a) Silent Manipulation (b) Overt Distraction

Cover story

Fig. 9. Illustration of Attention Diversion techniques used in the case study.
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5 Conclusion and Future Work

This paper highlights a research gap in the study of complex cyber attacks, such
as APTs, namely the role of deception techniques from the attacker’s perspec-
tive in the realization of these attacks. We explored how deception can influence
system operators’ decisions in sophisticated attacks. We introduced the con-
cept of Attention Diversion and discussed its role and the possibility of utilizing
attention diversion in the OT part of CPSs to mislead operators. Two different
techniques of attention diversion: silent manipulation and overt distraction, have
been explained and demonstrated in a case study. Additionally, we discussed the
utilization of attention diversion in the form of Atomic Deception Techniques
and Cover Story, based on the cyber kill chain steps. We also demonstrated how
silent manipulation and overt distraction can prolong attacks and complicate
defense strategies, and demonstrated this in the case study which was executed
in a digital substation testbed.

Future work will delve deeper into the impact of deception on system oper-
ators, aiming to improve training and awareness. This is key to developing
advanced cyber defense strategies and equipping defenders to counter sophis-
ticated threats, as well as demonstrating the need for continued exploration in
this crucial area of cybersecurity. This research is a step towards filling a critical
research gap, emphasizing the need to understand and prepare for the use of
deception in cyber attacks. Our work highlights the importance of investigat-
ing this area, which could substantially transform cybersecurity practices and
defenses. In future work, we will also consider obfuscation as another deception
technique from the attacker perspective, as well as attempt to propose solutions
to mitigate such attack techniques.

Acknowledgment. Part of the work was funded by the Research Council of Norway
through two projects: CybWin (Cybersecurity Platform for Assessment and Train-
ing for Critical Infrastructures - From Legacy to Digital Twin) - project no. 287808,
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Abstract. This paper presents a systematic review of competencies required for
Offensive Cyber Operations planners. Military Cyber Headquarters staff must
possess strategic, operational, and tactical skills for effective planning and exe-
cution of cyber operations at different levels. This article examines the necessary
skills for Offensive Cyber Operations (OCO) planners at the operational level.
The research aims to define the role of an operational-level OCO planner, identify
necessary skills, and develop a framework for practical OCO planning, requiring
further research and development. This systematic review utilises academic data-
bases and includes peer-reviewed studies on Offensive Cyber Operations planning
competencies, encompassing journal articles, books, and conference papers.

Keywords: Cyberspace operations planning - Cyberspace planners’
competencies - Cyberspace - Cyber operation officer - Offensive Cyber
Operations - CO decision maker - Systematic ReviewFirst Section

1 Introduction

Mapping the abilities and competencies required for a military’s Cyber Headquarters
staff members is vital to the organisation’s success (Joint Publication 1 2013). Cyber
Operations (CO) planners must have military planning experience and an in-depth knowl-
edge of cyberspace operations (United States Army War College 2022, p. 32). When
assembling a cyber team, knowing which skills and experience are required is crucial to
fulfilling each assigned position’s goals. Cyber Operations are handled at three levels:
strategic, operational, and tactical, and the skills involved at each differ (AJP-3.20 2020)
The strategic level needs a greater understanding of political goals and situational under-
standing. Operational-level planning requires using cognitive skills from commanders
and their staff, and at the tactical level, technical skills are needed.

The article focuses on the operational level, which is essential because the opera-
tions’ design and management are conducted at this level (NATO Standardization Office
2020, p. 19). The military doctrine also refers to it as’ operational art’ and involves
(Joint Pub 5-0 1995) planning operations and effects to achieve strategic objectives.
This article explores the required competencies for Offensive Cyber Operations (OCO)
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planners at the operational level. Understanding the factors contributing to cyber opera-
tors’ performance is imperative to improve education and training for military personnel
(Jgsok et. al. 2019). In addition, recent research reveals a need to organise offensive
cyberspace operations and their impact (Huskaj and Axelsson 2023). However, certain
obstacles include a lack of suitably qualified personnel with the requisite skills (Ibid).
Previous research regarding cyber operations has mostly focused on DCO (Defensive
Cyber Operations) and, more specifically, at the tactical level of cyber operators (Jgsok
et. al. 2019).

This research applies a detailed examination and academic rigour to identify the
necessary competencies required for OCO planners. Specifically, the goals of the study
are:

1. To define the role of an operational-level OCO planner.

2. To identify the operational skills, digital skills, soft skills, and experience required
for the competencies needed at the operational level of an OCO planner.

3. To devise a framework (including a training plan, skillset, and all required compe-
tencies) to become a competent OCO planner.

The three goals commence with a fundamental understanding of the issues. Our final
stage will inform applied research aspects, highlighting the requirements for further
research and development to incorporate civilian and military education, training modes
and framework development.

Several NATO countries have acknowledged that OCO planning has become more
mainstream. For example, the 2016 NATO Warsaw Summit addressed the OCO capabil-
ities in the Sovereign Cyber Effects Provided Voluntarily by Allies (SCEPVA) mecha-
nism. NATO’s current policy is that it “does not go offensive in cyberspace” and that the
Alliance' does not create organic offensive cyber capabilities. Therefore, it must consult
with its Member States to deploy offensive capabilities, and the SCEPVA mechanism is
currently used. Nations with cyber capabilities may be asked to launch offensive cyber
effects against a target chosen by an operational-level commander (Gozdziewicz 2019).
The SCEPVA construct enables the integration of offensive cyberspace operations capa-
bilities in operations despite challenges in coordination. Although not the most effective
way to utilise allies’ combined OCO potential, it provides a pragmatic framework for
NATO training (Jensen 2022). SCEPVA allows NATO member nations to contribute
cyber capabilities to NATO missions while maintaining command and control over
them. Due to the increasing significance of cyber operations in collective defence and
deterrence, it is essential to understand how deploying cyber capabilities may influence
conflict dynamics (Libicki and Tkacheva 2020, p. 61). Control over SCEPVA remains
with the contributing nation, and offensive cyberspace operations during Alliance mis-
sions require approval. Planning staff assess cyberspace, considering potential effects
while acknowledging that integrating force elements may not always be feasible. Addi-
tionally, there is a need for continuous interaction and updates due to the evolving nature
of cyberspace (AJP-3.20 2020, pp. 23,27). The SCEPVA mechanism is the critical driver

1 Alliance / allies refers to North Atlantic Treaty Organization.
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of OCO’s capabilities while providing an opportunity for operations. The RSA Confer-
ence 2016 keynote also advocated a proactive approach against hackers through Infor-
mation Operations, including Active Defence and Offensive Countermeasures (ENISA
2016). These measures aim to gather intelligence and counteract adversaries. However,
ethical and legal considerations, along with challenges in attribution, pose significant
risks. An EU legislative framework needs to be more consistent across member states.
While Information Operations offer advantages, carefully considering legal, technical,
and ethical implications is crucial (Ibid). Based on the preceding, this article focuses on
operation-level military aspects and offensive cyberspace training frameworks.

2 Methods

Using PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
for literature reviews in offensive cyber operations offers significant bene-fits. PRISMA
provides a systematic and transparent approach, enhancing replication (Tricco et al.
2018; Moher et al. 2015). It helps identify key findings and ensures quality in research
selection, which is crucial in the varied quality of cyber operations sources. PRISMA
reduces bias through a predefined selection process and criteria.

PRISMA’s systematic framework is widely used for defining research questions and
criteria for including and excluding studies. It allows for a thorough literature review,
identifying gaps and guiding future research (Moher et al. 2015; Tricco et al. 2018). This
is particularly relevant in the rapidly evolving field of cyber operations.

Our study involved academic sources like journals, books, reports, and theses, focus-
ing on offensive cyber operations planning skills. We included 13 studies, selecting
scholarly documents and excluding those not related to offensive cyber operations
competencies and duplicates.

2.1 Review Procedure

1. Identify literature on Offensive Cyber Operations planners’ competencies through
database searches.

2. Sort the publications into categories based on type.

3. Provide a summary of the identified papers in order of research questions.

4. Synthesis, discussion of the findings, and recommendations for further study.

2.2 Literature Collection Methodology

The years of publishing ranged from 1990 to 2023, with only English-language articles
reviewed. Table 1 includes a list of databases and search phrases.
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Table 1. Overview of databases, search terms, hits and last search date.

Database

Terms searched

Hits

Last search date

GoogleScholar

“offensive cyber operations planners competencies”,
“offensive cyber operations competencies”, “cyber
operations competencies”, “cyberspace operations
planner”, “cyber offensive planner”, “cyber operations
planner”, “cyberspace planners competencies”, “cyber
planners competencies”, “cyber operational planner”

9 <

16

26.09.2023

ScienceDirect

“offensive cyber operations planners competencies”,

“offensive cyber operations competencies”, “cyber
operations competencies”, “cyberspace operations
planner”, “cyber offensive planner”, “cyber operations
planner”, “cyberspace planners competencies”, “cyber
planners competencies”, “cyber operational planner”

2 <

26.09.2023

IEEE

“offensive cyber operations planners competencies”,

“offensive cyber operations competencies”, “cyber
operations competencies”, “cyberspace operations
planner”, “cyber offensive planner”, “cyber operations
planner”, “cyberspace planners competencies”, “cyber
planners competencies”, “cyber operational planner”

2 <

26.09.2023

DuckDuckGo

“offensive cyber operations planners competencies”,

“offensive cyber operations competencies”, “cyber
operations competencies”, “cyberspace operations
planner”, “cyber offensive planner”, “cyber operations
planner”, “cyberspace planners competencies”, “cyber
planners competencies”, “cyber operational planner”

2

26.09.2023

Taylor&
Francis

“offensive cyber operations planners competencies”,

“offensive cyber operations competencies”, “cyber
operations competencies”, “cyberspace operations
planner”, “cyber offensive planner”, “cyber operations
planner”, “cyberspace planners competencies”, “cyber
planners competencies”, “cyber operational planner”

2

28.09.2023

3 Results

To Define the Role of an Operational-Level OCO Planner. The Google Scholar
database provided 16 returns to the search terms. Of these, there were 13 suitable
studies. DuckDuckGo database provided an additional seven results. Of these, there
were two suitable studies. Eight studies were excluded due to not directly including any
significance on OCO planners’ definitions or competencies. Table 2 overviews the publi-
cations discovered and categorises them by type and methodology. Since no quantitative
publications were identified, Table 2 represents qualitative and mixed (qualitative and
quantitative) publications.



24 M. Arik et al.

Table 2. Overviews the publications discovered and categorises them by type and methodology.

Subject

Basic information

Author(s)

Year

Type

Methodology

Qualitative

Mixed

Integrating Cyber
with Air Power in the
Second Century of
the Royal Air Force

Withers et al

2018

Journal Article

X

Cyberspace
Operations Planning:
Operating a
Technical Military
Force beyond the
Kinetic Domains

Barber et al

2016

Journal Article

X

The Cyberspace
Operations Planner

Bender, J

2013

Journal Article

X

A Cognitive Skills
Research Framework
for Complex
Operational
Environments

Neville et al

2020

Technical
Report

Joint Targeting in
Cyberspace

Smart

2011

Report

Let Slip the Dogs of
(Cyber) War:
Progressing Towards
a Warfighting U.S.
Cyber Command

Mulford

2013

Report

Educating for
Evolving Operational
Domains

RAND
Corporation

2022

Research
Report

A Guide to the
National Initiative for
Cybersecurity
Education (NICE)
Cybersecurity
Workforce
Framework (2.0)

Shoemaker
et al

2016

Book

The Cyberhero and
the Cybercriminal

Nizich

2023

Book

X

(continued)
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Table 2. (continued)

Subject Basic information Type Methodology
Author(s) Year Qualitative Mixed

Knowledge Curnutt et al 2021 Master Thesis | X

Management

Application to Cyber

Protection Team
Defense Operations

Thriving Houston 2019 Master X
Cybersecurity Thesis
Professionals:

Building a Resilient
Workforce and
Psychological Safety
in the Federal
Government

Incorporating Lidestri 2022 Master X
Perishability and Thesis
Obsolescence into
Cyberweapon
Scheduling

Implications of Caton 2019 Monograph X
Service Cyberspace
Component
Commands for Army
Cyberspace
Operations

The Cyberhero and the Cybercriminal (Nizich 2023) have used the NICE (The NICE
Workforce Framework for Cybersecurity?) to define the Cybersecurity roles. For exam-
ple, the Cyber Operations Planner develops detailed plans for conducting or supporting
the applicable range of cyber operations through collaboration with other planners,
operators, and analysts. They participate in targeting selection, validation, and syn-
chronisation and enable integration during the execution of cyber actions. Knowledge
Management Application to Cyber Protection Team (CPT) Defence Operations (Curnutt
and Sikes 2021) defines a Cyber Planner. These perform vital functions throughout the
assessment process involving coordination with CPT leadership /higher headquarters
elements, tracking and planning Future Operations, and supporting Current Operations
to activated Mission Element teams. Those filling the Cyber Planner role are typically
experienced in two or more Cyber Mission Force work roles across defensive and offen-
sive mission sets. This paper also proposes future research for Offensive Cyber Teams.

2 https://www.nist.gov/itl/applied-cybersecurity/nice/nice-framework-resource-center.
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Table 3. Navy Cyber Operation Planners Skills and Abilities.

Skills Abilities

Critical Thinking Written Expression
Judgment and Decision Making Deductive Reasoning
Complex Problem Solving Originality
Coordination Inductive Reasoning
Systems Analysis Problem Sensitivity
Writing Information Ordering
Systems Evaluation Communication
Active Learning Written Comprehension
Monitoring Fluency of Ideas
Quality Control Analysis Selective Attention

This article also defined a CO planner: “Cyber operations planners help develop and
coordinate analyses to perform defensive or offensive missions” (Houston 2019, p. 8).

The following is an example of defining the Cyber Operations Planner, although this
is a governmental contract. “The Cyber Operations Planner is responsible for monitoring
and reviewing strategies, doctrine, policies, and directives for compliance in cyberspace
operations, providing input for briefings, transitioning concepts, and developing tactics
and procedures” (U.S. General Services Administration 2022).

Identify the Operational SKkills, Digital Skills, Soft Skills, and Experience
Required for the Competencies Needed in the Operational-Level OCO Planner.
Competencies are the knowledge, skills, abilities, and behaviours contributing to indi-
vidual and organisational performance (National Institute of Health 2023). The Cogni-
tive Skills Research Framework compares cyber operations competencies, focusing on
cognitive tasks in cyber-attack and defence (Neville et al. 2020). This framework can
identify skills and training needs for cyber attackers and defenders. It also examines
competencies in cyber intelligence analysis and targeting, an essential skill for Offen-
sive Cyber Operations (OCO) planners (National Institute for Standards and Technology
framework).

Research emphasises the importance of targeting in cyberspace operations (Nizich,
2023; Bender 2013; Barber et al. 2016). While targeting is a known skill among military
personnel, specific proficiencies in OCO and Defensive Cyber Operations (DCO) are
less common (Smart 2011). Effective targeting in cyberspace requires understanding the
law of war, the cyber centre of gravity, and operational planning. Cyber operations also
need an understanding of cyberweapon perishability and obsolescence (Lidestri 2022).

Additionally, OCO planners must understand network metadata analysis and inte-
grate cyber operations into broader command plans (Mulford 2013). The National Ini-
tiative for Cybersecurity Careers and Studies (NICCS) outlines specific competencies
and training for cyber ops planners at various levels. Other sources, like Caton (2019),
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suggest competencies in professional networking and information systems technology
for cyber planners.

The NICE Cybersecurity Workforce Framework (2.0) defines competencies in coun-
terespionage and operational security for cyber operations (Shoemaker et al. 2016, p. 36).
RAND Corporation (2022) highlights the importance of civilian and military education
in developing OCO planner competencies. Cyber operations require a deep understand-
ing of the domain and integrated planning skills (Withers et al. 2018). Effective cyber
planners also need comprehensive training programs, as Bender (2013) suggested, which
proposes various courses for practical OCO planning.

Finally, the Navy Personnel Command (2023) details the role of Cyber Opera-
tion Planners, emphasising analytical support, targeting selection, and executing cyber
actions. This illustrates the broad range of competencies required for effective OCO
planning (Table 3).

The results section highlights the diverse knowledge, skills, abilities, and experiences
needed for individuals in various roles related to cyber operations planning, including
Offensive Cyber Operations (OCO) planners. This underlines the importance of ongoing
education, training, and self-development to build competencies in this dynamic and
critical field. Tables 4 and 5 present knowledge, skills, and abilities identified from the
literature review, while Table 6 presents abilities.

Table 4. Knowledge identified from the literature review.

Knowledge

1 | Understanding of Cyberspace Operations, strategies, doctrine, policies and directives

\S}

Knowledge of tactics, techniques, procedures, concept of operations, and course of action
development

Knowledge of current and emerging Cyber Threats

Understanding of perishability and obsolescence factors related to Cyberweapons

Knowledge related to Cyberspace Operations, including doctrine, policies and directives

Knowledge of cyberspace core competencies and cybersecurity activities

N N | AW

Knowledge of professional networking, social collaboration, and cross-functional data
sharing

8 | Understanding cyberspace, including threats, vulnerabilities, and intelligence collection
capabilities

9 | Knowledge of joint functions and operational procedures

10 | Knowledge of kill chain framework and cyber threat analysis

A Proposed Framework Required for an OCO Planner. Bendler& Felderer’s
(Bendler and Felderer 2023) examination of the current landscape of competency mod-
els in the information security and cybersecurity fields analysed 27 existing models
through qualitative content analysis, identifying a predominant focus on professional
competencies while noting a significant underrepresentation of social human aspects,
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Table 5. Skills identified from the literature review.

Skills

Cognitive skills related to cyber operations include intelligence analysis and targeting

To analyse network metadata

To develop detailed plans for the conduct of cyber operations

To conduct battle damage assessments

[ R N R O R S R

To target analysis, including considerations of attribution and the principle of self-defence
in cyberspace

[e)}

To plan and coordinate Future Operations and Current Operations support

Analytical skills for supporting the planning process

Cognitive skills in cyber intelligence analysis, advanced cyber warfare, and network
operations

9 | Skills in information security, troubleshooting, information systems, and risk management

10 | Technical planning skills and operational procedures

11 | Planning and coordination skills in areas like targeting selection and synchronisation

12 | Skills in analysing the kill chain framework for cyber threats

13 | Proficiency in enterprise information systems technology

14 | Skills related to data analysis and logistics
15 | In Critical Thinking
16 | In Judgment and Decision Making

17 | In Complex Problem Solving

18 | In Coordination

19 | In Systems Analysis
20 | In Writing

21 | In Systems Evaluation

22 | In Active Learning

23 | In Monitoring

24 | In Quality Control Analysis

and methodological competencies. Addressing these gaps, Bendler and Felderer propose
that competency models must encompass a broader spectrum of skills and attributes nec-
essary for cybersecurity professionals and should be comprehensive and able to bridge
the divide between educational outputs and labour market requirements. Such models
should have a continuous evolution and adaptation that can adjust to the rapidly changing
cybersecurity landscape but must consider holistic approaches that integrate technical
and non-technical competencies.

The above literature review shows the breadth of domain knowledge and skills
needed for OCO personnel. Previous research (Chowdhury and Gkioulos 2021) found
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Table 6. Abilities identified from the literature review.

Abilities

1 Ability to coordinate with CPT leadership, higher headquarters elements, and Mission
Element teams

2 The innate potential to perform mental and physical actions or tasks related to cyber
operations planning

3 Abilities related to professional networking, social collaboration, and cross-functional
data sharing

Abilities in core cyber-specific functions

An intuitive understanding of the cyberspace domain and potential capabilities

Ability to lead joint operations and develop cyber capability, doctrine, and tactics

Ability to conduct OCO effectively

[cBEEEN I e N Y R

Abilities for ongoing intelligence gathering and planning to deter or defeat
cyber-attacks

9 The ability to develop and coordinate analyses for defensive or offensive missions

10 In Written Expression

11 In Deductive Reasoning

12 In Originality

13 In Inductive Reasoning

14 In Problem Sensitivity

15 In Information Ordering
16 In Communication
17 In Written Comprehension

18 In Fluency of Ideas

19 In Selective Attention

that cybersecurity competencies and skills can be broadly categorised into four main
groups:

1. Technical Skills include the specific, hands-on abilities required to operate and pro-
tect cybersecurity systems. Technical skills are foundational for any cybersecurity
role and typically involve knowledge of computer networks, systems administration,
an understanding of cybersecurity tools and software, and the ability to detect and
respond to cyber threats and vulnerabilities.

2. Managerial Skills: Managerial skills in cybersecurity pertain to the ability to over-
see cybersecurity teams, projects, and initiatives. This involves strategic planning,
resource allocation, risk management, and policy development. Managerial skills are
crucial for ensuring that cybersecurity practices align with the organisation’s broader
objectives and that resources are effectively utilised.
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3. Implementation Skills: Implementation skills refer to the practical application of
cybersecurity strategies and policies. This involves deploying security measures,
managing cybersecurity operations, and ensuring compliance with relevant standards
and regulations. These skills are critical for translating cybersecurity strategies into
practical actions that protect critical infrastructures.

4. Soft Skills: Soft skills are increasingly recognised as essential in cybersecurity. These
include communication skills, problem-solving abilities, teamwork, and adaptability.
Soft skills are crucial for effective collaboration, clear communication of technical
information to non-technical stakeholders, and adapting to the constantly evolving
landscape of cybersecurity threats and technologies.

While these Findings are Not Specifically for OCO Planners, Many Aspects
are Similar. This section presents the training plan, knowledge, skills, abilities and
experience to become a proficient OCO planner. The framework is devised from the
literature review results and the NICCS Cyber Ops Planners’ knowledge, skills, and
abilities. The final list of OCO planners’ knowledge, skills, abilities, and training plans

is presented in Dataset 1, “The Framework for Offensive Cyber Operations Planners”.

3.1 Training Plan

The proposed courses to become a practical OCO planner are detailed below. It should
be taken into account that the names of the courses may have changed over time, and
an equivalent course should be identified. The proposed OCO planner’s training plan is
presented in Table 7.

These courses prepare students for planning full-spectrum cyberspace operations,
including attack, intelligence, surveillance, target acquisition, reconnaissance, defence,
and environmental preparation. The courses are designed for U.S.-only students and pro-
vide an operator’s perspective on network exploitation and vulnerabilities. Candidates
must be U.S. citizens. The courses cover military doctrine, cyber threats, and electromag-
netic spectrum fundamentals. Most of these courses are aimed at U.S. citizens and those
serving in the Army. European equivalent courses can be found in the NATO CCDCOE
training catalogue (NATO CCDCOE 2023).

The NICCS proposed Capability Indicators for Cyber Operational Planners, which
include a range of topics divided into two proficiency levels. At the Entry level, individ-
uals receive training in areas such as joint cyber analysis, joint advanced cyber warfare,
and cyber network operations.

The training covers a broader spectrum of topics for Intermediate and Advanced lev-
els. The recommendation for intermediate-level education is a bachelor’s degree, while
for advanced-level education, a master’s degree is recommended. While these degrees
are beneficial, they are not mandatory, and individuals from diverse educational back-
grounds, practical experience, and certifications can pursue successful cyber operations
planning careers. This includes advanced cyber warfare, network attacks, cyber oper-
ations, information security, troubleshooting, information systems, business processes,
risk management, SQL, and Unix. This training is designed to provide a comprehensive

3 https://drive.google.com/file/d/10vtqROjVtrFIzW_mJ2Lr4mUzf7X98s10/view ?usp=sharing.
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Table 7. Proposed OCO planner’s training plan.

Course name

Description

Knowledge Areas

National Defence University
“CAPSTONE” course

Explains joint warfighting
concept, security
environment, conflict
dynamics, operational and
strategic levels. Emphasises
Allied and Partner
contributions

Joint warfighting, security
environment, conflict
dynamics, operational and
strategic levels, Allied and
Partner contributions

Information Operations
Command’s Basic CNO
Planners Course

Utilises case studies and
scenarios for planning criteria,
effects, capability choice,
success/failure, collateral
effects, and battle damage
assessments. Based on joint
doctrine and U.S. DoD tactics

Joint warfighting, security
environment, conflict
dynamics, operational and
strategic levels, Allied and
Partner contributions

Army Cyberspace Operations
Planners Course

Prepares for planning
full-spectrum cyberspace
operations, including attack,
ISR, defence, and integration
into Army and Joint planning
processes. U.S.-only students

Full-spectrum cyberspace
operations, attack, ISR,
defence, and integration into
planning processes

Cyber 200/300

Provides operator’s
perspective on network
exploitation and
vulnerabilities, integrating
into the joint fight against
cyber threats for U.S. Armed
Forces

Network exploitation,
vulnerabilities, and joint fight
against cyber threats

Cryptologic Network Warfare
Specialist qualification course

Focuses on advanced
capabilities in cyberspace
operations, cryptology,
electronic warfare, signals
intelligence, and space. U.S.
citizens only

Cyberspace operations,
cryptology, electronic
warfare, signals intelligence,
space

Joint Network Attack Course
(Cyber Capabilities Developer
Officer Course)

Provides initial training in
military doctrine, cyber
threats, cyberspace and
electromagnetic warfare
operations, and
electromagnetic spectrum
fundamentals. U.S.
citizenship is required

Military doctrine, cyber
threats, electromagnetic
warfare operations, spectrum
fundamentals

(continued)
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Table 7. (continued)

Course name Description Knowledge Areas
Joint Advanced Cyberspace | Covers full-spectrum Full-spectrum cyberspace
Warfare Course cyberspace operations, global | operations, global cryptologic
cryptologic platforms, platforms, intelligence
intelligence community, community, threats, planning,
threats, planning, and and analysis
analysis. Exclusive for U.S.
Cyber Command
Joint Information Operations | Focuses on planning, Information operations
Planners Course integrating, and synchronising | planning, integration,
full-spectrum information synchronisation, military
operations into joint deception, operations security,
operational-level plans. Open | interagency coordination, and
to multinational students intelligence preparation
Joint Intermediate Target Teaches research and Researching, documentation,
Development Course documentation for developing | virtual target development
virtual targets. U.S. Joint
Chiefs of Staff course

skill set for cyber planners, allowing them to effectively plan and execute cyber opera-
tions while ensuring information security, troubleshooting, and aligning strategies with
business processes and risk management considerations.

These courses are recommended by different authors and organisations based on
their structured content. The courses cover various aspects essential for effective cyber
operations planning in a military context. At the same time, providing comprehensive
coverage of cyber warfare, joint military planning, information operations, and technical
knowledge is critical for OCO planners.

3.2 Knowledge

The literature review contributes to NICCS Cyber Ops Planners’ knowledge set by
providing a more focused and specific set of knowledge and skills directly relevant to
the role of an operational-level OCO planner. While the NICCS Cyber Ops Planners
knowledge set offers a comprehensive list of knowledge, skills, abilities, and experience
related to cybersecurity and network operations, literature review results narrow these
requirements to those specifically needed for planning and executing offensive cyber
operations.

The results help to define and specify the competencies required for individuals in the
role of an OCO planner. It complements the more general knowledge areas listed in the
NICCS Cyber Ops Planners knowledge set with targeted knowledge and skills related
to tactics, techniques, procedures, cyber threats, and operational planning in offensive
cyber operations. It provides a more detailed and focused subset of competencies within
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the broader cybersecurity and network operations field described in the NICCS Cyber
Ops Planners knowledge set.

The literature review results and the NICCS Cyber Ops Planners’ knowledge devised
the knowledge list. These provide a more targeted and specific subset of competencies
within the broader cybersecurity and network operations field described in the NICCS
Cyber Ops Planners knowledge set. It refines and specifies the requirements for OCO
planners. The specific contributions of new knowledge are knowledge of the cyber centre
of gravity (a critical point—a source of power for the adversary’s cyber operations); they
can target it (Smart 2011) and cyberweapon(s) deployment and reuse periods (shelf-life)
(Lidestri 2022).

The existing NICCS Cyber Ops Planners’ knowledge set was refined through a
comprehensive understanding of various crucial aspects. These included cyber threats
(Barber et al. 2016), cyberspace operations (Bender 2013), core competencies and pro-
fessional networking [6]. Additionally, they delved into intelligence collection capabili-
ties (Barber et al. 2016), joint functions and operational procedures (Bender 2013). This
knowledge was further enriched by exploring the kill chain framework (Barber et al.
2016), and cyber threats analysis (Neville et al. 2020).

3.3 Skillset

These results contribute to NICCS Cyber Ops Planners’ skills by providing a more spe-
cialised and detailed set of skills and abilities related to cyber operations. While NICCS
Cyber Ops Planners skills focus on administrative and planning activities, the results
delve deeper into cyber operations’ cognitive and technical aspects. These skills, such
as cyber intelligence analysis (Neville et al. 2020), targeting (Smart 2011), analytical
skills (Mulford 2013), and technical planning (Barber et al. 2016), provide a more spe-
cific and comprehensive understanding of the competencies required for effective cyber
operations planning.

Incorporating the results into NICCS Cyber Ops Planners skillsets enriches the over-
all competency profile, offering a more holistic view of the skills needed for Offensive
Cyber Operations planners. It provides a bridge between administrative and planning
activities and the technical and cognitive aspects of cyber operations, ensuring that plan-
ners are well-equipped to address the multifaceted challenges in the cyber domain. The
merged skills list provides a comprehensive set of competencies covering administrative
planning and the technical aspects of offensive cyber operations, offering a well-rounded
view of the skills required for Offensive Cyber Operations planners.

3.4 Abilities

This systematic review contributes to NICCS Cyber Ops Planners’ abilities by provid-
ing a more specialised and detailed set of abilities and cognitive skills related to cyber
operations planning. While NICCS Cyber Ops Planners’ abilities focus on general com-
munication and collaboration skills, the systematic review inquires more profoundly
into the abilities required for effective coordination in offensive cyber operations. The
cognitive skills introduced in the Manual of Navy Enlisted Manpower and Personnel
Classifications and Occupational Standards (Navy Personnel Command 2023), such as
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deductive reasoning, originality, and problem sensitivity, provide a more comprehensive
understanding of the competencies needed for complex problem-solving in the cyber
domain.

Assembling current review abilities into NICCS Cyber Ops Planners’ abilities
enriches the overall competency profile, offering a more holistic view of the knowledge,
skills, abilities, and experiences required for cyber operations planners. It bridges the
gap between general communication and collaboration skills and the specialised abilities
necessary for successful planning and coordination in the cyber operations field.

This review contributed to the additions to the NICCS Cyber Ops Planners’ abilities,
such as the ability to lead joint operations and develop cyber capability, doctrine, and tac-
tics. Ability to conduct offensive cyber operations effectively (Withers 2018). Abilities
for ongoing intelligence gathering and planning to deter or defeat cyber-attacks (Barber
et al. 2016). Communication abilities, such as written and -oral expression. Abilities
in Deductive Reasoning, Originality, Inductive Reasoning, Problem Sensitivity, Infor-
mation Ordering, Fluency of Ideas and Selective Attention (Navy Personnel Command
2023).

3.5 Experience

Individuals in the Cyber Planner work role typically possess a diverse skill set gained
from hands-on experience in multiple Cyber Mission Force roles encompassing defen-
sive and offensive operations. This practical experience extends to the development and
execution of cyber operation plans, demonstrating their proficiency in translating strate-
gic objectives into actionable tactics within the cyberspace domain. Moreover, these
professionals have a comprehensive understanding of the intricacies of the cyber realm,
including its lexicon, authorities, guidance, organisational structures, and command rela-
tionships. They leverage this knowledge to navigate the complex landscape of cyberspace
operations planning and to make informed decisions that align with strategic objec-
tives. Their expertise extends to the core competencies of cyberspace operations, which
include professional networking, social collaboration, and information systems tech-
nology. These competencies facilitate effective communication and cooperation within
and beyond cyberspace. Furthermore, individuals in this role are well-versed in joint
functions and operational procedures, allowing them to integrate cyberspace operations
into broader military strategies seamlessly. They excel in the development and execu-
tion of operational plans, ensuring that they align with broader military objectives and
are executed efficiently. In addition to practical experience, they have a background in
military education, training, and certifications, which underscores their commitment to
continuous learning and professional development. The proficiency they achieve is the
result of several years of dedicated experience in the field, making them highly qualified
and effective in their roles as Cyber Planners.

4 Discussion

This paper’s objective was to define the role of an operational-level OCO planner. The
operational skills, digital skills, soft skills, and experience required for the competencies
needed in the operational-level OCO planner were identified. This enabled a framework
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to be devised, including a training plan, required skillsets, and all necessary competencies
to become a practical OCO planner.

Initially, the role of an operational-level OCO planner was defined. The literature
revealed four definitions. In summary, while all definitions describe a Cyber Operations
Planner’s role, they differ in emphasis. The first definition focuses on collaboration and
execution, the second on broad functions and experience, the third on mission anal-
ysis and coordination, and the fourth on monitoring and compliance. Only the NIST
Frameworks definition includes the targeting, a unique attribute for OCO planners.
Together, they provide a comprehensive view of the responsibilities and skills of the
Cyber Operations Planner role.

The literature led us to identify new knowledge, skills, abilities, and experience
required for the competencies needed in the operational-level OCO planner. The sum-
mary of identified knowledge, skills, abilities, and experience is presented in Table 4.
Considering the small amount of available literature and despite the existing OCO plan-
ner’s NICCS framework, this significantly contributes to defining an OCO planner’s
competencies.

An essential skill of OCO planners is the analysis of network metadata (Mulford
2013). A significant part of operational planning takes place in the logical layer. The
logical and cyber-persona layers are interconnected, with state borders affecting hard-
ware components’ geographical positions. They consist of code or data entities, allowing
communication and action between the physical and cyber-persona layers. COs occur at
the logical layer (AJP-3.20 2020, pp. 3,17). Additionally, to achieve the intended result
by cyber methods, logical and physical targets must be considered simultaneously (Arik
et. al. 2022). To grasp the logical layer, planners must have the ability to understand and
analyse network data. Otherwise, planning will suffer, and the entire mission may be at
risk.

The critical knowledge identified was the deployment and reuse periods(shelf-life)
of cyber weapons (Lidestri 2022). This is a unique and critical knowledge that very
few publications have addressed. For example, a recent Rand Corporation report sug-
gested planning, budgeting, and collecting historical data to procure cyberweapons. The
research underscored the growing value and demand for specific exploits, particularly in
mobile platforms, messaging apps, and specific zero-click and remote exploit categories.
It also depicted the shifting landscape where Android exploits gained prominence over
i0S, evidenced by the dramatic increase in Android value from 2015 to 2019 (Rand
Corporation 2023).

Another required knowledge is about the adversary’s source of power (Smart 2011).
OCO planning involves identifying the cyber centre of gravity and establishing bound-
aries for joint operations. Targeting aligned with the cyber centre of gravity minimises
the potential for lateral damage and effects.

A specific skill for OCO planners is targeting. Targeting involves knowledge, skills
and tasks (NICCS 2023). Together, these lead to assessing vulnerabilities and capabil-
ities, using intelligence to counter potential actions, and collaborating across different
entities to create effective strategies to address or neutralise potential threats. Addition-
ally, the NICCS Cyber Ops Planners Work Role described the Task, which was outside
this paper’s scope but provided a vast overview of activities needed for OCO planners.
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A solid background in doctrinal joint functions and operations procedures is neces-
sary for cyberspace operations planners. (Bender 2013). This is critical to breaking down
the barriers between traditional and cyber operations, advocating for a shared understand-
ing, collaboration, and integration between these two spheres for more effective joint
military endeavours.

To become a practical OCO planner, self-learning is encouraged to build profes-
sional skills, including cyber domain expertise, professional reading, blogs, societies,
conferences, videos, podcasts, and training sources (Bender 2013). This is supported
by the NICCS Cyber Ops Planners Work Role Capability Indicators, which recommend
40 h annually of mentoring, shadowing, conferences, webinars or rotations (NICCS
2023). Cyber domain expertise can be gained through NATO CCDCOE-organised exer-
cises such as Locked Shields* and Crossed Swords®. The Locked Shields exercise pits
Red and Blue teams in handling large-scale cyber incidents, requiring effective report-
ing, strategic decision-making, and forensic, legal, and media challenges. The Crossed
Swords exercise includes leadership training for the command element(planners) and
joint cyber-kinetic operations. These exercises provide an excellent opportunity to obtain
DCO and OCO proficiency to become a practical OCO planner.

This work also proposed a training plan that covers advanced cyber warfare, net-
work attacks, operations, information security, troubleshooting, and risk management.
It equips individuals with the necessary skills for effective OCO planning. One must
complete civilian and military education and training to acquire the skills required to
become a proficient OCO planner.

5 Limitations and Future Work

The reviewed literature had several limitations. A few of the sources were not subjected
to peer assessment. For example, master‘s theses (Curnutt and Sikes 2021), (Houston
2019) and (Lidestri 2022). However, these are scholarly sources due to their close super-
vision, academic audience, extensive research, research methodology, and citation in
other scholarly work.

Several sources needed to be more scholarly in nature. One such instance is the
contract with the U.S. General Services Administration (U.S. General Services Admin-
istration 2022). Since the contract is a governmental arrangement, one can assume that
audits have been conducted. This contract also provided insightful information that
helped define the Cyber Operations Planner. Another helpful document was the Manual
of Navy Enlisted Manpower and Personnel Classifications and Occupational Standards
as Chapter 20 (Navy Personnel Command 2023). This paper was beneficial in outlining
the competencies of Cyber Operations Planners.

The search terms related to offensive cyber operations planners’ competencies may
limit the research scope, as they may need to be narrower and specific. The terms “cyber
operations competencies” and “cyber operational planner” vary in detail, and some
terms may yield redundant information due to their similarity. Few articles on offensive

4 https://ccdcoe.org/exercises/locked-shields/.
5 https://ccdcoe.org/exercises/crossed-swords/.
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cyberspace operations competencies are published due to secrecy, security concerns,
legal and ethical considerations, and public disclosure incentives.

For future work, expert interviews with persons who have completed the task them-
selves should be used to validate the suggested framework in subsequent studies. Lastly,
contact Cyber Command’s human resources to learn how long it takes to educate an
offensive operation planner.

6 Conclusions

The Offensive Cyber Operations competencies required for operational planning have
yet to be fully documented and are significantly lacking compared to those for defensive
cyber operations. We found only one framework for Offensive Cyber Operations com-
petencies for operational planners. The National Initiative for Cybersecurity Careers
and Studies Cyber Ops Planner’s work role provided the foundation for this paper’s
new framework development. This paper resulted in a Framework for Offensive Cyber
Operations Planners, which benefits Cyber Headquarters operational planners’ training
and development plans. As well as the proposed framework can contribute to preparing
and planning NATO cyber operations exercises. Standards for offensive operations roles,
definitions and competencies must be developed and implemented in studies.

To conclude, the experience required for an OCO planner typically possesses a com-
bination of practical experience and knowledge. These include experience in multiple
cyber operations in various defensive and offensive roles. The development and exe-
cution of cyber operations plans require an understanding of cyber-related terminology
and structures and proficiency in cyberspace core competencies. These should be com-
bined with a familiarity with joint functions and operational procedures and a military
education, training, and certifications background. This expertise is typically acquired
over several years of experience in the field.
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Abstract. With the increase in ubiquitous technology and the rise in
cyber threats, individuals are exposed to cyber events that can cause sig-
nificant harm. Every individual is at risk, even those with expertise and
experience. The cascading harms of a cyber-attack can lead to short-term
and long-term consequences for the victim. The narratives that emerge
from individual experiences with cyber threats paint a vivid picture of the
prevailing harm landscape. Here, we describe a semi-structured interview
study of 18 participants who were either victims of a cyber-related inci-
dent or have been exposed to threats, providing a more comprehensive
picture of everyday people’s challenges, harms, and needs. This paper
examines the research question: What experiences do individuals face
after a cyber-related incident? Several key themes are presented in this
article.

Keywords: Cybersecurity - Human factors - Information security -
Privacy - Usability - Cyber harm - Cyber risk

1 Introduction

Cybersecurity is increasingly becoming an issue for individuals as they rely on
more information and communication technology (ICT). The unprecedented out-
break of the COVID-19 pandemic further amplified this issue, leading to an
increase in phishing attacks through clickbait that focused on exploiting the
hysteria [19]. Before the uptake in cybercrime, Americans had a 1 in 3 chance
of being hacked; it stands to reason that the chances of being hacked have only
increased [30]. Organizations, often faced with similar challenges, albeit at a very
different scale, use modeling, risk assessments, statistical analysis, and technical
expertise to inform policies that mitigate the harm of adverse events. Unfortu-
nately, the average person does not have the tools or resources organizations
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rely on to become more secure and, therefore, depends on software, hardware,
and top-down policy solutions. The nuances and intricacies of harm are murky,
particularly given limited data on the subject [13].

Prior work has examined what harms users’ experience and sought to look
at it through several different lenses. Often, prior research has focused on
the impact of specific incidents on people [17,31]. For example, Zangerle and
Specht [31] examined Twitter data to capture the impacts of Twitter account
breaches on individuals. Previous work has documented mental models from
cyberattacks with some discussion of harmful impacts [5,12,15] or explored the
socio-technological relationships with technology in cyberspace [3,9,21]. Emami-
Naeini et al. [9] looked at how security factors into Internet of Things (IoT) device
purchase behavior and found that people reported security information difficult
to find. Haney et al. [10] gathered user opinions about smart home devices and
responsibility. According to the survey results, users and manufacturers are per-
ceived to hold the most ownership in securing devices because of the knowledge
manufacturers possess and the onus users take on when adopting a device. Bada
and Nurse [4] provide a chapter summarizing cyber-attacks’ social and psycho-
logical impacts to both individuals and organizations. Meanwhile, other authors
have explored harms by examining the impacts of cyberbullying [6,7]. Scheuer-
man et al. [25] capture user experience with harmful content (e.g., Hate Speech,
Violence) and have taken strides towards capturing the severity of harm. These
efforts move the needle toward understanding the user experience and the near-
and long-term consequences users suffer, but still miss capturing the impacts
and stories across a variety of different threats. While targeted studies that look
at technologies, demographics, or narrow types of harm are crucial to building
human-centered cybersecurity policies and tools, it is also essential to document
how incidents impact people.

By documenting real-world experiences, impacts, and harms, we take a step
towards garnering valuable insights. These insights are critical in shaping mean-
ingful policy and technical solutions. Before framing our study, we surveyed the
literature to identify prevalent cyber threats users encounter. This list became
the criteria for participation in the study. However, the data does not represent
every type of cyber-related incident. Nevertheless, our diverse pool of respon-
dents provides a citizen-centered picture of people’s challenges, harms, mindsets,
and needs.

Our research revolves around a central question: What experiences do indi-
viduals face after a cyber-related incident? Throughout the study, several themes
emerged. Some of these insights echo previous studies, such as the need for cyber-
security education [26,29]. In contrast, some findings are unique to our research,
like the frequent appeal from affected participants for a platform to share expe-
riences and heighten awareness. The paper is the first in a series that translates
the qualitative findings around experiences into a framework to help build better
ways to understand harm.
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2 Methods

We conducted a literature survey and 18 semi-structured interviews with victims
of a cyber-related incident or individuals exposed to potential cyber incidents.
The authors performed a literature review to catalog different cyber threats
researchers have recorded users encountering. This list became one of the main
criteria for participation in the study and helped to scope a broad topic down to
previously documented experiences. Second, we interviewed 18 people who met
the criteria about their experience. The interviews underwent several rounds
of qualitative coding, emphasizing In Vivo, Thematic Analysis, and Narrative
Coding [24].

2.1 Identifying Areas of Cyber Incidents

The authors examined the experiences and impacts on individuals reported in
the literature through a literature review and open-coding process. This was to
help better scope the interview questions and ensure that definitions used in the
study reflected existing work. In particular, this literature review informed what
the study considered a cyber experience and therefore influenced the criteria for
inclusion into the study. The first author of this study performed the literature
review. Search criteria included individuals, not groups, and terms like cyber-
harm, cyber-incident, and cyber consequences of users. Incidents discussed across
the papers included things such as harmful cyber online content, ransomware,
scams, cyberbullying, data breaches. The final list is reflected in Table 1. It is
important to note that these are not always mutually exclusive events.

Table 1. List cyber incidents reported across the surveyed papers. Experiencing an
item in the list was a requirement to participate in the study.

Previously Reported Cyber Experiences
Email or Website Scam (Phishing)
Denial of Service (DoS)

Victim of Data Breach

Ransomware

Cyberbullying
Fraud or Identity Theft

Harmful Online Content

Invasive spyware, device recording, data usage

Virus, malware, data corruption

Physical loss or damage of computer, phone, device
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2.2 Interview Design

Participants needed to be 18 years or older and experienced one of the cyber-
events in Table 1 within the past 12-months. We chose a 12-month time frame
because the literature reported that an event within 12 months was recent
enough to have good recall but broad enough to find participants who qual-
ify [6]. Another motivating factor for the 12-month requirement is the data vari-
ety. We could see the long-term impacts of participants nearer to a year since
the cyber incident and the short-term emotions of participants whose experi-
ence is fresh. We also collected a short demographic survey to capture standard
background information and details such as the interviewee’s background with
computers. To develop interviews that elicit narratives about the subjects expe-
rience, the interview questions focused on capturing the different impacts due to
cyber-harms [2,25]. Two colleagues, who met the criteria, participated in a pilot
study to test the interview protocol. The pilot led to integrating more targeted
questions. After the final study design, we obtained Institutional Review Board
(IRB) approval for human subjects research.

2.3 Participant Recruitment

Recruitment ran from September through October of 2023. We used social media
posts, flyers, email, and snowballing to find participants. The initial study design
aimed to collect 15 to 25 participants for the semi-structured interviews. These
numbers are informed by previous exploitative qualitative interview research in
cybersecurity [28,32]. Participants were compensated with a $50 Amazon gift
card. The authors tried to recruit a collection of cyber-related experiences from
Table 1. However, it was not an expectation to have an even distribution of
experiences or every experience from the table represented, considering some
types of experiences are much more prevalent.

2.4 Data Collection

We conducted 18 semi-structured interviews that ranged from 30-60 min via
online video conferencing. During the interview, participants were asked ques-
tions about the recent cyber-incident, but allowed to discuss other incidents,
even if the other incidents were older than 1year. After the interview, the par-
ticipants completed a short demographic survey. Each participant was assigned a
study identification number. The transcript, video, audio, and survey were then
named with the study number and not attached to personal data. Prior to the
start of the recording, the participant’s name in the video conferencing software
was updated to match the identification number.

2.5 Interview Data Analysis

Analysis of interview data used an In Vivo Coding process. The primary coder
performed two rounds of coding. The first cycle used In Vivo Coding on 10
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interviews. The two coders met to review the results of the first cycle and then
developed a codebook to group the data into thematic categories [24]. The dis-
cussion helped standardize definitions for the codes. For the data analysis, the
team used QSR International’s Nvivo Software [16].

The second cycle of coding used partner coding. In the second cycle, both
coders used the established codebook on all 18 interviews. Throughout the pro-
cess, if there were concerns over the initial codebook, including changes to def-
initions or new code suggestions, the two researchers met to discuss, align, and
update the codebook. Table 2 shows the final codebook, resulting definitions.

Table 2. Final Codebook from the interviews.

Codebook

Name Definition

Needs Necessities (governance, policy, justice, education, cultural,
awareness, technology changes) subject identified because of
the incident

Response The way in which the participant reacted to the event.
Includes both systemic responses (e.g., calling the bank) or
personal responses (e.g., talking to friends)

Financial Harm Impact to the subjects’ finances

Operational Harm | Impact to how a subject usually operates

Physical Harm Impact to the subjects’ physical being or physical access or
physical impact to the device

Psychological Harm | Impact to a subjects emotions, feelings, and psychology

Social Harm Impact to how subjects interact with others

3 Results

In this section, we report the results from the surveys and interviews. For the
interviews, we first report unique stories. After providing an overview of some
of the interviews, we present the results of the coding process and thematic
analysis.

3.1 Survey

Details of the survey results can be found in Table 3. One person did not answer
the survey correctly, and the results for that participant have been omitted.
Another participant did not submit an answer to the cyber experience survey
question and, therefore, is not reported in the variable Cyber Experience. How-
ever, the subject’s answers to other variables are included. Cyber Experience is
reported as a count and all other results are reported as percentages out of 17
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total participants, due to the one in-valid survey. The variable Cyber Experience
was a self-reported question intended to capture the cyber-related experience
the participant wanted to discuss. Participants were allowed to select multiple
options for the question because the categories are not mutually exclusive. For
example, a phishing attempt may be related to a data breach. In total, twelve
participants selected more than one answer. Definitions and examples of the
cyber experiences were provided to the participants in the survey. Nearly half
of participants reported having previous training in information technology sys-
tems. The survey results also show a wide range of ages, education, and income.

Table 3. Survey Results

Variable Results

Age 18-24 years (35%)

30-34 years (29%)

35-39 years (6%)
(
(

40-44 years (18
54-59 years (12%)
Gender Man (29%)

Woman (71%)

Level of Education | High school (6%)
Bachelor’s Degree (47%)
Master’s Degree (29%)
Professional degree (18%)

Related Education | I have an education in or experience in computer science, computer engi-
neering, or IT. (47%)

I do not have an education in or experience in computer science, computer
engineering, or IT. (53%)

Income Under $15,000 (6%)

$15,000 to $24,999 (12%)

$35,000 to $49,999 (6%)

$75,000 to $99,999 (12%)

$100,000 to $149,999 (12%)

$150,000 or above (35%)

Prefer not to say (18%)

Cyber Experience | Email or Website Scam (Phishing) (8)
Denial of Service (DoS) (3)
Ransomware (0)

Cyberbullying (3)

Fraud or Identity Theft (including social media account hack/stolen) (7)
Harmful Online Content (7)

Invasive Spyware, Device Recording, or Data Usage (3)

X

Virus, Malware, or Data Corruption (4)

Physical Loss or Damage (1)
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3.2 Interviews

This section presents the results of the 18 interviews. First, we present a profile of
the experiences where similar incidents are grouped. Interview questions focused
on the impacts and harms participants faced. Coding also focused on capturing
financial, physical, social, operational, and psychological harms shared in the
interviews. In presenting the experiences across different incidents, we rely on
the different categories of harm to characterize the experiences. After profiling
different stories, we review other thematic analysis results.

Profile of Experiences. One challenge academics face is finding good data and
resources. For companies and governments cyber experiences are characterized
in news reports and case studies [11]. These sources can be used to evaluate the
impacts on organizations [2,4]. The same understanding and data should exist
for individuals. This next section gives a profile of participants’ experiences to
fill the gap and provide a resource for researchers.

The Banking Incidents. There is no denying that financial fraud is a sig-
nificant driver for cyber-criminals. The participants in this research were no
exception. Out of the 18 participants in the study, 11 reported stories related
to banking fraud. Of the 11 participants, seven discussed stolen credit card or
debit card numbers. A participant who reported knowledge of being a victim
of several high-profile data breaches also suffered the opening of illegal checking
accounts in his name. Additionally, participants discussed threats to banking
and payment applications, such as a hacked Venmo account.

Two participants included stories of older family members falling for social
engineering attempts to gain access to bank accounts. In one narrative, P15’s
family member lost roughly $3,000 from retirement savings. Participant P05
shared a story of an older relative who nearly gave away her Unified Payment
Interface (UPI) pin through a social engineering attack. In India, UPI allows
multiple accounts to be managed on one interface and seamless fund trans-
fers [20]. Most of these transfers require a UPI pin; if the criminal has enough
information, the pin can serve as the final stopgap. Giving the pin away after
already providing account information is paramount to giving away money. P05
interrupted the call with the scammer and prevented the pin from being leaked,
thereby stopping the theft.

Most participants in this group reported no long-term financial loss due to
the bank’s ability to credit fraudulent purchases back to the individual. Only
one participant, P15, discussed a significant financial loss because she could not
help her older family member avoid a scam. Nevertheless, participants suffered
financial loss in other ways. Many reported taking time from work or valuable
personal time to deal with the issue. As one participant put it, “but the time and
effort spent to remedy the situation was significant” (P17). The same participant
suffered checking account fraud and raised a concern that, while he did not lose
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money, he believed the accounts were likely used in money laundering. Partici-
pant P07, who reported a Venmo account hack, did not lose any money but had
to spend time on her account responding to everyone the hacker contacted.

In credit and debit cases, participants often reported a slight impact on how
they interact with friends and family. P09 reported challenges in repaying her
boyfriend: “It’s definitely changed my relationship.” She reflected more on how
limited funds impacted her other relationships, “Then also, I feel like, during the
time where my card was hacked, I had to cancel all the social things I planned
because I didn’t have any access to funds” (P09). While the effects were not life-
changing, they did cause inconvenience to friends and family. For participants
who shared stories of older family members, the impact often resulted in more
responsibility to assist the older adult. P05, who stopped his mother from giving
the UPI pin to the criminals, reported that he and his familly built a new system
where he checks any UPI requests for his mom.

In addition to the impacts on how the participants operated and interacted
with friends and family, there were physical impacts reported by participants
who had card fraud. For some, these physical impacts had workarounds, such as
utilizing digital payment systems. Others were not so lucky. P09 had her account
frozen, “I called my bank to freeze it [the card], but the woman who I was talking
to kind of confused me, and she put a hold on my entire bank account, not just
that debit card”.

Participants suffered other impacts on how they usually operate due to the
threats. People who suffered credit card and debit card fraud reported issues
in accessing and using the cards. P10 reported, “The week following it affected
the speed through which I was able to do some things. Like if I wanted to order
something on Amazon, if I wanted to refill my Starbucks card...” Overall, par-
ticipants who suffered banking-related incidents found it impacted the way they
were able to use their money, “I can’t really figure out any other way to pay”
(PO7).

Suffering through all of the impacts, participants reported several emotions.
Among the most reported emotional impacts were anger and frustration. We
found that seven of the banking related interviews mentioned emotions akin to
anger and frustration at least once. For example, P12 remarked they, “generally
just felt frustrated.” Feelings of sadness, panic, and stress were shared among
the participants. P17 highlighted the invasion of privacy that many participants
reported, “The initial reaction was, let’s say, one of violation and shock because
someone’s using your personal information.”

Participants took a variety of actions. While many reactions to dealing with
the situation vary from person to person, some responses stand out either by
being a common response or as a mitigation technique. In the credit and debit
card theft, the participants relied heavily on the banking system to help recover
the stolen money. One participant recalled the bank’s response, “they were able to
respond very quickly. Like in that moment, I spoke to like a real person, not just a
machine. And he was able to reinstate a new card in that moment” (P10). When
working with older family members who experienced social engineering attacks



48 D. R. Jacobs et al.

to gain access to bank accounts, P15 and P05 built-in checks to help family avoid
scams in the future. Participant P17, who had checking accounts opened in his
name, filed an affidavit with the police department. He then ensured that more
checking and savings accounts could not be opened by using a service called
ChexSystems to place a freeze. ChexSystems’ website says, “A security freeze
is designed to prevent approval of checking, savings, credit accounts, loans, or
other services from being approved in your name without your consent” [8]. P17
also put credit freezes in place with the three major credit bureaus.

Phishing. In the interview pool, eight participants reported stories of phish-
ing attempts. Of these phishing schemes, most were messaging-related scams
or smishing. The smishing scams involved messages about package deliveries or
banking alerts. Some phishing attempts overlap with card fraud or bank account
theft, such as participant P08, who recalled, “I got a text message that a pack-
age from UPS was being delivered, but it could not finish the delivery because it
needed an updated address... Because of the change in location, there was a fee...
you had to insert your credit card information in order to pay the small fee to
get the package relocated. And I did it.”

Of the eight phishing experiences, only two participants discussed unique
phishing scenarios. For one, an email phishing attempt used information from a
previous data breach. Participant POl described, “the subject of that email was
my old password that I had used across many different accounts, and websites,
online platforms, different apps.” The phishing email threatened to share lies
about P01 unless P01 sent Bitcoin to the scammer. Another participant, P04,
was a victim of a phishing attempt on Discord that used a QR code.

Participants reported minimal financial impact, except for P15’s family mem-
ber who lost retirement savings. Other financial impacts took the form of time
lost dealing with the phishing attempt and money spent on resources to pro-
tect information better. One participant recalled the time spent responding to
the Discord hack: “It did cost me a lot of time to fix all of the things that went
wrong... people say time’s money” (P04). Other participants spent money on
extra storage due to a large number of phishing scams, while another participant
spent money on authentication tools to better protect accounts. For example,
P01 described the benefit of purchasing a security service, “if anything happens
to my account, I’ll be notified and now have a team of experts to reach out to,
so that’s one option that I took.”

Most participants impacted by phishing reported only minimum impacts to
their social life. Most cited the time it takes to clean out phishing emails or
concerns over more vulnerable family members. For example, P16 mentioned,
“a lot of close family members of mine, especially the people who are older, 60
plus... I've seen them falling for it” (P16). The Discord QR Code hack, however,
led to significant social consequences. Hackers sent inappropriate information to
every contact P04 had on Discord. While close friends understood that P04 had
been hacked, not everyone did. P04 reflected, “It was just a stupid mistake on my
side, and just a little embarrassing for me to tell my friends that this happened.
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Professionally, it did impact me, because I was kicked out of a few groups related
to networking with tech communities.” P04 suffered some of the more extreme
social and professional impacts of those interviewed.

Study results showed that the experiences, even if participants do not fall for
a phishing or smishing attempt, have a psychological impact. Three participants
reported feelings of frustration. For example, one subject noted “I get frustrated,
to be honest, because I mean, these web, email services are trying their best
to auto filter them from showing up in an inbox, but they still keep happening”
(P16). Stress was another common consequence, voiced by four participants. For
example, the P04 commented, “it was very stressful for me to deal with because,
like, I didn’t want to be the person that they associated this with.” Similarly,
the email incident used password information in the subject line, leading to
prolonged stress for P01, “for two straight days, I was scared because it was my
personal password.”

Participants did speak of habit changes to avoid falling victim again. P16
described the constant influx of phishing attacks: “When I click on an email or
click on any link, I have to re-check it multiple times to make sure that I'm not
being phished. I think that adds a lot of overhead to my day-to-day life and how I
operate.” Other participants discussed implementing practices to prevent future
mistakes. P08, P15, and P11 described trying to read messages when more alert.

Participants took noteworthy actions to respond to the phishing attempts
and prevent future incidents. Many participants attempted to research more
information about the incident, including googling information about the phish-
ing attempt. Others crowd-sourced information from family, friends, or more
official institutions like banks. P08 reported a need to verify with those around,
“I make my husband look and read it and say, do you think this is real?” P12
also needed too ask workers and friends before making a decision.

Online Harm. Outside the banking and phishing experiences, participants dis-
cussed various other cyber incidents online. This group of interviewees had other,
more unique stories. Participants P17 and P06 spoke about their experience as
a victim of a data breach. P17 mainly focused the interview on checking fraud,
but noted his data had been impacted by several data breaches. One partici-
pant, P14, shared her story of cyberbullying, and another, P03, recounted her
experience with an Instagram account hacker who held P03’s account ransom.

While many participants did not experience any financial impact, among
those who discussed data breaches, there was a sense that impacts could still be
unknown. For example, a participant remarked, “I'm just surprised that I haven’t
seen something come up for an account being opened in my name” (P06). Mean-
while, the participant who experienced an Instagram account hack acknowledged
that there could have been a financial impact had the response to the attacker
gone differently. In response to the targeted online hate, P14 paid for a digital
cleanup service to help her remove her digital presence, paying extra to ensure
her family was also covered. P14 noted that she “ended up shelling out a good
deal of money for the utilization of this service.”
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The participants who experienced a Instagram hack and cyberbullying
recounted impacts on family and friends. The hacker who took over P03’s Insta-
gram account contacted all her family and friends, asking for money. She noted,
“I had to call many of my family through WhatsApp, and just tell them, ‘Hey,
listen, just be very careful because of the hacker”’ (P03). P14 noted that she
had to protect her loved ones, like adding her spouse to the data online cleanup
service and removing photos online. She reflected on removing photos with a
family member: “To protect her, I, you know, locked down and went private
on all my various accounts” (P14). In contrast, those who suffered only data
breaches reported no significant social impact.

Participants reported changes in how they operate due to the incident. All of
the participants spoke of long-term changes in habits. Once she got her Instagram
account back, P03 noted, “I get Instagram requests for friends, and I'm just
hesitant to accept because I'm traumatized.” P03 goes through extra steps to
verify that the person is her friend, like communicating verbally before accepting
a request. P17 noted that after the checking account fraud and being a victim
of numerous data breaches, he has methods in place to protect his credit, but
this comes with more steps and does burden his ability to operate normally. For
example, P17 confided, “So if I want to buy a house, buy a car with credit, take
out a new credit card, or open up a new checking account, I'm going to have to
go through several additional steps to do that.” Finally, since essentially removing
her online presence due to cyberbullying, P14 continuously thinks about what
information is available online. She remarked, “I will often try to look up and see
what people can find about me if they really wanted to, with enough time.”

Participants described a variety of emotional and psychological responses
to the experiences. There was no common feeling reported, but rather a range
between the participants. P06 reflected she felt frustration, anger, and irritation
at having her medical data exposed in a data breach. P03 reported feelings of vio-
lation after the account was hacked followed by concern and guilt for the people
the hacker reached out to asking for money. P14 described feelings of isolation.
She noted that during the incident, she “felt afraid, felt kind of despondent and
depressed” (P14). All participants had negative emotions both in the moment
and after the incident had passed.

Responding to the incidents took many different forms. P14 used a service
to help clean up her information online and deleted her social media accounts.
P03 relied on friends to help her login and remove all of the emails and phone
numbers the hacker was using. Since the hacker could tell every time P03 tried
to reset her account, P03’s friend found when the hacker was offline. P03 and
her friend used that time to take back her account and reset the password.

Other Social Engineering with Deep Fakes. Finally, the last incident dis-
cussed in the interviews was a hostage scam call asking for money. Participant
P02 described her experience of receiving a call threatening her daughter’s life
if she did not continue to send money. The scammer used social engineering
and deep fakes to make the situation believable. While not a traditional cyber-
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incident, the use of online data to create the deep fakes and the money transfers
made this experience a candidate for inclusion in our study. P02 did experience
financial loss due to the experience, “I ended up losing $500.” P02 described the
experience as shock and fear. She also noted leaving work to deal with the call
and losing valuable work time. It was her coworkers and husband who discov-
ered that something was wrong. They worked to find her and inform her she
was in the middle of a scam, indicating that the incident impacted P02’s family
and friends. In response to the experience, P02 has identified steps to prevent a
similar scenario. For example, she suggested using a code word. P02 describes
the idea, “So our family all has a code word now... I would ask for that code
word. And if the deep fake doesn’t give it to me, then I'll know. So it’s like a
dual authentication.”

3.3 Themes

Besides coding for the different harms, we also focused on identifying beliefs
interview participants discussed. It was surprising how often participants voiced
similar needs and wants, even if they took slightly different forms. This section
reviews what we found.

Raise Awareness. Five of the participants spoke of awareness. One participant
spoke of concern for populations who might not be as aware of phishing attacks,
“So there are people who are mot aware of the kind of phishing attempts that
are going on; it’s really easy to steal all of the information and financial data”
(P18). Four participants volunteered to participate in the study to call attention
to their experiences and “spread this story around as much as possible” (P02).
PO1 told the interviewer, “I wanted to spread what has happened to me; I just
don’t want anyone else to be part of such.” P04 had a similar motivation, “I think
there should be some kind of awareness that spreads saying that don’t, you know,
don’t scan QR codes that you’re not meant to scan.”

Education. Education was another common theme in the interviews. While
education can be very similar to awareness, it was essential to separate them.
In the interviews, education appeared in the context of formal training, such as
integrating cybersecurity into school. P09 reflected that cybersecurity should be
taught as a life skill in the classroom. Similarly, P16 mentioned that “education
will be more important in this space for everyone that is using the web.” After
her experience getting hacked, P03 learned about password strength and best
practices from a friend, reflecting that learning to protect herself was important.

Justice. Finally, the interviews demonstrated people believe that the govern-
ment needs to put more effort into holding criminals accountable. When reflect-
ing on money stolen in an online scam from years ago, P12 mentioned, “I wish
that person would go to jail.” For others, there was a wish to be able to find out
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how the incident even occurred. For example, P09 mused, “I do wish they could
be held a little bit liable, or I wish I could at least have the resources to track
down the source of how they got my information.” P17 noted that the checking
fraud, while illegal, is only a misdemeanor. P16 was passionate about systemic
solutions to this problem, “so there needs to be tighter control... when it comes
to web-related security, we don’t have tighter requlations yet.” While some par-
ticipants complained about the lack of support and regulation, others explained
how good it would be to get revenge or justice. For example, “I would literally
pay to know what his facial expression was,” P03 mused after she got her account
back from the hacker.

4 Discussion

Other user-focused research has looked at how aware participants are of data
breaches [17], beliefs on IoT device security [10], how vulnerable populations are
affected by tools and security best practices [1,18,27], how threat models impact
understanding of an account breach [23], how stories impact how users under-
stand security [22], and even how mental models can be generated to understand
security [5,14]. This research adds to the prior work by capturing the experiences
of victims and those exposed to cyber threats, providing a more comprehensive
picture of everyday people’s challenges, harms, and needs. We found that there
is a wide variety of experiences, but users often experience immediate and long-
term harm.

Participants valued awareness and education after the experience. When
asked about ways to raise awareness, P04, who suffered the Discord hack, recom-
mended that platforms such as Discord take a more proactive approach to raise
awareness. P04 also mentioned that social media influencers, such as a Gaming
YouTuber P04 follows, have a platform to raise awareness. As P04 put it, “Maybe
the YouTuber can talk about instances like this... because that he’s the one bring-
ing people in, so he can also like give a disclaimer on what could happen. What
could go wrong.”

There may be other avenues to raise awareness. One participant noted that
she spoke about her experience on the news to help call attention to the issue.
Since we saw that googling was a typical response among participants, Google
search could help build broader knowledge by pointing to trusted resources. News
sources, podcasts, and other information outlets can also release segments about
cybersecurity to raise community awareness.

As academics, we have the opportunity to research new ways to integrate
cybersecurity awareness and education into existing structures. There is a need
to understand the impacts of technology. As one interviewee put it, “I think that
all technology that’s developed, we should put it to the test and say how is this
going to be a benefit to humanity rather than so many ways that you could use
it as a weapon” (P02).

Participants called for the ability to understand how the incident happened
in the first place, hold criminals accountable, and build policies protecting users
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online. The community should re-examine how we think of cybercrime. Cur-
rently, cybercrime is too hard to track or too petty of a crime for legal attention.
From these experiences, we see that there are real impacts, and as cybercrime
rises, it is essential to find ways to hold criminals accountable.

This work is limited to a relatively small sample size of 18 interviewees. How-
ever, the number of participants is informed by previous qualitative interview
research in cybersecurity [14,28,32]. Increasing the participant pool can help
develop more generalized findings. Future work will seek to apply inter-rater
reliability scores to the codes to verify that the codes accurately represent the
intended topics. This work also focused on recruiting users who recently experi-
enced a cyber threat, although users were allowed to discuss other experiences.
Future improvements may look across a larger time scale. That would provide
more context on an attack’s short- and long-term impacts.

While there are limitations to this work, it takes a step and documents the
consequences users suffer from different cyber incidents. Understanding the con-
sequences across different attacks helps characterize the environment and risks.
Researchers often use documented real-world case studies to demonstrate the
new frameworks when understanding the cyber landscape in organizations and
governments. These user experiences may serve as case studies of users to sup-
port similar analyses.

5 Conclusion

This research describes the experiences 18 participants faced after a cyber inci-
dent, focusing on the harms and consequences. We also highlight the areas of
change participants voiced, such as more education, awareness, and governance.
Prior efforts take steps toward understanding the user experience but are limited
by narrow scope. We provide breadth by discussing several cyber-attacks and
how the attacks impacted participants. Based on the results, we suggest areas
of future research. The authors will use this study to understand and represent
the harms that humans experience in cyberspace.
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Abstract. In our modern digital world, where virtually everything is
intertwined with computer systems, critical infrastructures face vulner-
ability to a variety of cyber-attacks, stemming from the absence of a
cybersecurity mindset within these establishments. We need to efficiently
educate these workers about the cybersecurity threats that exist, their
potential effects, and the subsequent substantial impact on human popu-
lations. Previous research has suggested traditional non-interactive train-
ing methods are often not effective. We propose an interactive learning
experience that incorporates Extended Reality, Digital Twins, and Artifi-
cial Intelligence (AI) to help workers become more aware of cybersecurity
issues within their critical infrastructure. This paper introduces an inno-
vative testbed that seamlessly integrates Artificial Intelligence (AI) and
Large Language Models to create an immersive educational experience.
The goal is to effectively convey complex technical concepts to users with
limited background knowledge on the subject. Our specific focus lies in
addressing the need for proper cybersecurity training among water treat-
ment plant employees.

The testbed presented is meticulously crafted to provide users with
a tangible representation of the potential outcomes resulting from suc-
cessful cyber attacks on such facilities. Through this approach, we aim
to enhance the educational process and promote a deeper understanding
of cybersecurity challenges in critical infrastructure like water treatment
plants.

Keywords: Artificial Intelligence (AI) - Digital Twins - Critical
Infrastructures -+ Cybersecurity - Large Language Models (LLM) -
Internet of Things (IoT)

1 Introduction

Cyberattacks are a pressing matter in today’s digital world but people do not
take the necessary initiative to prevent them. A relevant example can be seen
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from the Colonial Pipeline Cyber-attack that happened on May 7, 2021, where
a major pipeline supplying gas throughout the East Coast was hit with a ran-
somware attack [6]. The attack was caused by an exposed password that pro-
vided access to the pipeline’s network. Another example was the Equifax data
breach that happened back in 2017 which resulted in 145 million people’s per-
sonal information being leaked. The breach could have easily been prevented if
Equifax had installed security updates [2]. Both of these events could have been
easily prevented if people didn’t neglect the importance of cybersecurity. Such
events contributed to a wake-up call to the United States for its aging critical
infrastructure and lack of cybersecurity awareness.

We have seen that humans are frequently the most vulnerable element in
any cyber system. Many sophisticated attacks leverage human errors, vulner-
abilities, or evident flaws throughout different phases. Even with substantial
research dedicated to understanding and rectifying human mistakes in cyber-
attack and defense contexts, there is a broad agreement that no single model
entirely addresses this aspect or corrects it with optimal efficacy. These variables
can change based on the individual involved, the specific environment, and the
nature of the threat or defense situation. In scenarios involving mission-critical
applications, the risk, and associated mitigation costs escalate significantly.

This paper seeks to bridge the gap in interactive and IoT-based system sim-
ulators for cybersecurity training. Research indicates that an interactive and
immersive training approach, incorporating the principles of IoT technology,
significantly enhances learning outcomes [9]. We introduce an affordable, pro-
grammable, fully immersive testbed that utilizes the digital twin concept to pro-
duce a realistic representation of a mission-critical infrastructure, a wastewater
treatment plant. This testbed is designed to enhance the training and education
of cybersecurity concepts. It achieves this by immersing users in an operational
context where the system is under attack. There are various scenarios where
attacks are based on user errors or by exploiting cyber vulnerabilities that can
be better exposed with cybersecurity-unaware human interaction. Leveraging
Large Language Models (LLMs), the testbed creates motivational strategies that
provoke such human errors, paving the way for further attack avenues. In addi-
tion, LLMs allow non-experts in cybersecurity to translate high-level requests
into low-level attack scenarios conducted on the testbed. The result is then por-
trayed in Extended Reality (XR) to intensify user immersion and generate an
authentic representation of real-world attack situations.

Section 2 reviews the previous work that has been completed and what this
paper aims to continue. Section 3 describes the problem and related challenges
and why it is important to address them. Section 4 provides an overview of the
proposed system and how all of the components interact with each other. The
methodology used is described in Sect. 5 and the findings are provided in Sect. 6.
Section 7 concludes the paper and provides directions for future work.
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2 Literature Review

2.1 XR-Enabled Immersive Training Experiences

Introducing interactive components such as XR can allow for greater concentra-
tion and enhanced learning. Gironacci [8] proposes a training simulator where
XR and AT are infused together to provide dynamic feedback based on a user’s
input and interaction. The simulator uses Natural Language Processing (NLP) to
identify keywords and then make suggestions that are aimed to help them learn
why a particular action should be taken. Yoshida et al. [17] presents an XR-
based guitar training system that aims to expand previous research by using XR
technology to provide performance skill training: teaching users how much force
to apply and providing timing feedback. However, Artificial Intelligence (AI) was
not used to provide real-time feedback to help the trainee correct behavior to
play better. One of the suggested improvements from the case study was having
markers on the actual guitar so each user would know where to place their fingers
when playing. This would depend on the specific song being played so it would be
impractical for the markers to be manually configured for each song. Instead, we
could use AI and train the model with a guitar-playing dataset so that markers
could be placed dynamically based on the song they selected. A soccer XR train-
ing simulator [14] also uses XR to train players in performing goal kicks using a
series of image recognition software and a camera. Al could be integrated into
this use case for analyzing the parameters and providing suggestions on how to
improve the kick autonomously.

Another similar XR-based simulator was also created for training within
the medical field [4]. More specifically, an immersive training environment was
created for Pulse Palpating Training. The simulator provides haptic, visual, and
auditory feedback and aims to provide realism in a stress-free environment when
training the next generation of medical professionals. Most equipment options
currently available are expensive and do not even provide a full set of simulation
capabilities.

Conducting cybersecurity training directly on an expensive piece of equip-
ment is not feasible, especially given possible environmental and other impacts.
This paper introduces an ergonomic and cost-effective method for enhancing
realism in cybersecurity training, enabling operators to thoroughly understand
and engage with the concepts so that preventative measures can be taken to
prevent drastic failures.

2.2 Cybersecurity Training and Education Challenges

Cybersecurity is increasingly problematic due to cyberattacks on sensitive plat-
forms, so it’s crucial to address these issues promptly to prevent further esca-
lation. We focus on water treatment plants as many critical issues need to be
addressed. For instance, one problem is that the water treatment plants are not
kept up to date as they use legacy systems and outdated technologies. Operators
don’t tend to think about how outdated their system is and just think about
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whether the system functions correctly and only make changes if necessary. This
is the wrong mindset in today’s digital age as cyberattacks occur much more
commonly than in the past. Legacy systems also tend to have short-term data
retention which is unacceptable as we derive statistical models using large data
sets to help make improvements in terms of automation. This in turn helps iden-
tify vulnerabilities and optimizations to create a more sophisticated and secure
system [11].

Another need for cybersecurity training within critical infrastructures is due
to their large impact on the surrounding population. We have already seen how
an attack on a fuel pipeline has impacted the United States as it caused panic,
shortages, and inflated gas prices [6]. This is due to the lack of cybersecurity
training and awareness among the workers which causes operators to be vul-
nerable to social engineering and phishing attacks that allow attackers to gain
access to the system using their credentials [15]. These issues motivate the devel-
opment of an interactive cybersecurity training system to promote cybersecurity
thinking within the workplace.

2.3 Innovations in Cybersecurity Training Platforms

The initial efforts that provide the foundation of the work are described in [3]
where an XR-based IoT simulator (testbed) for a water treatment plant is pro-
posed so that Cyber-Physical Systems can be integrated into cybersecurity edu-
cation. The development of a water treatment digital twin was informed by first
analyzing the weaknesses of the current water treatment plants discussed in
Sect. 2.2. By having the testbed, an interactive and immersive education experi-
ence will inform operators of how serious these issues are and why it is important
that they don’t be ignored. The experiential learning experience will help oper-
ators visualize the consequences of certain actions and explore the system’s vul-
nerabilities. In addition, its capabilities can be expanded beyond education and
be used for simulation purposes (pen testing) to ensure the best cybersecurity
posture.

In this paper, we use Al to create attack and defense scenarios, convert-
ing complex requests into understandable cyberattack situations. This approach
facilitates the translation of low-level cyber-attacks for a broader audience, aid-
ing non-experts in grasping necessary safety measures. Moreover, it assists plant
operators in identifying overlooked vulnerabilities and offers real-time feedback
for enhancing defense mechanisms.

Nagarajan et al. [13] proposed that video games should be used for cyber-
security training to attract more attention to important cybersecurity training
topics. The use of LLMs can help generate dynamic content within the video
game that allows users to remain attracted. For example, when a user creates
their user profile in a video game, Al can use that information to dynamically
form a phishing or social engineering attack unique to the user. This will allow
the players to experience the manipulation that goes behind these attacks so that
they learn not everyone can be trusted. XR can further enhance the immersive
interaction experience.
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3 The Proposed Use-Case: An XR-Enabled Waste Water
Treatment Educational Testbed

Critical infrastructures are essential to our way of life, providing the necessary
resources for our daily activities. Examples of critical infrastructures include
power plants, water treatment plants, and communication networks. A failure in
any of these systems would have devastating consequences for our society. For
example in water treatment plants, a failure would adversely affect the surround-
ing environment, leading to environmental pollution and significant disruption
in agricultural activities.

Water Treatment Plants are responsible for processing and purifying our
wastewater before it is released back into the environment, emphasizing that
each step of the water treatment process is critical. Failures caused by cyber-
security breaches can easily be avoided with the right mindset and the proper
training. Most cybersecurity training courses today aren’t engaging due to their
lack of immersiveness and adaptability to various scenarios [9]. Using LLMs
enables trainees to engage with a Conversational Al agent for translating high-
level concepts into low-level ones, enhancing their grasp of cybersecurity and its
impact. The XR component allows us to illustrate attack effects in a Virtual
Environment, creating a more immersive training experience.

This paper uses LLMs to focus on educating trainees about Denial of Ser-
vice Attacks. Our primary objective is to propose a strategy to diminish the
vulnerability to these threats. We specifically concentrate on the prevalent issue
of insufficient training and education among staff and operators at water treat-
ment facilities. We contend that our proposed solution, a comprehensive and
interactive cybersecurity training system, will significantly enhance awareness
and understanding of cybersecurity threats among all stakeholders. By doing
S0, we aim to ensure the rigorous implementation of appropriate measures and
protocols to safeguard against these ever-evolving digital dangers.

4 System Overview

The proposed system (Fig. 1) provides an immersive experience for trainees by
having them placed into an XR FEnuvironment where they can interact with a
Conversational AI Agent. Conversational AI Agent interacts with the users in
XR Environment to understand what type of attack objectives the user would
like to achieve. In addition to that, the agent can answer any lingering questions
so that the user will be able to fully learn the concepts that will help them
perform their jobs better. Once an attack objective has been decided, it sends the
attack objectives and targets to the Physical AI Agent who is then responsible for
performing the attack on the Physical Environment (the testbed). This is done
by using an attack script in combination with LLMs as described in Sect. 5.1
where the script will execute attacks through the command line interface of
the Physical Environment.
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Fig. 1. The testbed architecture.

The Physical Environment and XR Manager exchange data using the MQTT
protocol so that the XR Manager can generate the effect of the changes made
to the Physical Environment back to the XR Environment where the users can
witness the changes in real-time. This approach enables trainees to experience
the impact of cyberattacks as if they were physically present and to engage with
control modules to address the problem. Through such simulations, where users
actively attempt to manage or mitigate unfolding issues or are subject to decep-
tion, they can gain a comprehensive understanding of the critical importance of
cybersecurity in their field and learn effective response strategies for real-world
scenarios.

Fig. 2. The testbed hardware implementation.
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The testbed [3] setup (Fig.2) replicates the water treatment process in a
controlled, smaller-scale environment to ensure safety and affordability. The first
stage in the water treatment plant is the water intake process where the sewer
water is brought into the facility. During this step, various sensors measure the
water intake rate and monitor the water levels to ensure efficient intake. If the
system sensors were to be manipulated, this could cause either an overflow or
underflow of water into the treatment plant which would then have other catas-
trophic impacts such as the sewer system being backed up or water contamina-
tion due to flooding.

The water is then cleansed of any garbage that may be in the sewage using
a mesh netting system. After this step, the water is purified by removing liquid
pollutants like kitchen grease through an extensive skimming system. This sys-
tem features a large mechanical arm designed to skim oils off the water’s surface
while it resides in a large pool.

Additionally, the system includes monitoring controls that regulate the skim-
ming arm’s speed and manage the flow rate of the water in the pool, ensuring
efficient and thorough removal of contaminants. This system could be exploited
as having the water flow too fast or having the arm move at an improper speed
would prevent the chemicals from being skimmed off.

The wastewater then goes through another filtration process that removes
any biological organisms which involves adding various chemicals and monitor-
ing the temperature and pH levels. To ensure the proper modifications, various
sensors measure each of these parameters. Once this process is finished, the water
goes through a chlorination process so that the water can be made usable which
also involves the use of a sensor to monitor chlorine levels. If any of these sensors
fail during the treatment process, it may render the water unusable, leading to
biological harm and adverse health effects.

5 The Main System Actors

We use XR and LLM-driven attack and defense scenarios to fully demonstrate
the impact of cyber security attacks on mission-critical systems dynamically and
adaptively. The proposed testbed involves the use of two Al Agents: Physical AT
Agent, and Conversational AI Agent.

5.1 Physical AT Agent

Physical AI agent uses LLMs to play the role of an attacker performing
autonomous vulnerability analysis against the IoT systems in a water treatment
testbed. To perform this autonomous vulnerability analysis, we use a popular
network scanner Nmap [12] that scans the various active networks on the testbed
and provides a list of open ports and corresponding services that are executing
on that port. These vulnerability scanning results will then be processed by the
LLM to determine the most appropriate target to perform the Denial of Service
attack on.
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For the LLM task of Nmap analysis, we found that the current leading open-
source models (namely Llama2 at the time) performed so poorly that they could
not be used reliably. In contrast, the leading closed-source model at the time,
OpenAl’'s GPT-4 [16], was able to identify ports and IP addresses of interest
with strong accuracy. While we would have preferred to use entirely open-source
models, we were forced to use GPT-4 (gpt-4-0613 specifically) given no open-
source LLM could perform the tasks desired reliably in comparison.

For the LLM task of generating attack commands for the Hping tool [1], we
found that both GPT-4 and Meta’s Llama2 would often refuse the task, given
their built-in alignments and safety features. Therefore, we employed an uncen-
sored version of Llama2 from TheBloke called Luna-AI-Llama2-Uncensored [10].
Compared to other uncensored LLMs on Hugging Face, we found that this model
provided the same level of accuracy with faster response times. Similar to the
Nmap analysis task, this open-source model struggled to consistently generate
properly formatted attack commands. At the same time we found that although
GPT-4 refused to generate attack commands, it would happily fix any errors
in attack commands generated by another model. Therefore, we implemented
a filtering mechanism so that after the uncensored model generates the attack
command, GPT-4 corrects any errors in the command before returning the final
result.

To bridge the gap between the high-level attack objectives and low-level
cyberattacks, we use the LangChain framework which helps us integrate LLMs
into our application to make more accurate decisions by using the Output Parser
functionality [5]. LangChain allows us to provide LLMs with specific prompts
and context when generating responses so they can make informative decisions.
LangChain guides the LLM in classifying the attack, translating the information
from a novice-friendly level to something comprehensible for an expert.

Scenario Generation Example: Let’s say an attacker wanted to stop the facility
from functioning properly. The AI, with the help of LangChain [5], would inter-
pret that a Denial of Service Attack is desired. The Al-driven attack agent would
use the Nmap tool [12] to identify which TP addresses and ports are currently
running on the testbed. The attack agent will process the information, identify
the services running on each host, and learn of their known vulnerabilities to
determine which host and port would be feasible to perform a flooding attack.
The outcome of such a step will be the seed for the attack scenario generation.
The agent will then generate attack commands using the Hping tool, which will
successfully exploit such vulnerabilities in a multi-stage process.

5.2 Conversational AT Agent

As part of our platform, we want the player to be able to interact with a cyberse-
curity expert within the XR environment who will be able to help guide players
through learning the concepts. We introduce an NPC character that provides
Natural Language conversations and human-like interactions. A 3D humanoid
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model is created within the Unity Engine along with a waypoint-based navi-
gation system programmed through C# that provides it with basic movement
automation. It also can interact with players like in normal human-to-human
interaction as the NPC can turn to face players wherever they are. To facili-
tate natural language conversations, we use OpenAl’s ChatGPT-4 Model where
players are essentially connected with a live expert.

During development, we faced challenges in maintaining real-time responses
with the Al as player interactions did not synchronize with the NPC’s actions
that were portrayed within the XR environment. This was caused by our attempt
to add Meta Quest input capabilities for interacting with the NPC. The Unity
assets we used were originally designed to be used within the Unity environ-
ment and not through a VR headset, therefore limitations were presented with
attempting to get the Meta Quest VR headset to interact with the NPC.

5.3 The XR Environment

Based on the work presented in [3] we created an XR environment that pro-
vides a real-life interactable digital twin version of the testbed using the Unity
Engine [7]. The environment consists of many different objects within the Unity
Engine, including prefabs that represent real-life components of the water treat-
ment plant. By having these objects, we can place buttons that allow simulation
capabilities of the different components of the Water Treatment Plant. Each but-
ton has been attached to a method that then calls a script to interact with the
physical testbed providing the connection from the virtual world to the physical
world and helping trainees visualize their actions. An MQTT Broker method is
used for communication between the virtual environment and the testbed. We
then assign call methods for each functionality of the water treatment process
and assign them so that when buttons are pressed in the virtual world, the
related actions are called and activated on the hardware side.

The player avatar model consists of hands tracked by the headset controllers
that allow them to interact with the buttons within the environment just like
in real life. Players can also freely move around to closely interact with digital
twin components, creating a sense of physical presence at the water treatment
facility.

We used a water program from the Unity asset store that uses C# pro-
gramming to create realistic physics properties of the water within the virtual
environment. Accurate movement and flow direction of the water can be seen
as different components of the water treatment plant are turned on and off to
simulate real-life behavior. On top of that, we also added capabilities to the
water color so that dirty water is portrayed as purple at the beginning of the
water treatment process and as the water filtration is taking place the water
color becomes blue to signify clean water.

During the development of the XR environment, we ran into several chal-
lenges. One issue that arose was the issue of merging scenes. As the project
builds upon previous work, we had to keep in mind the existing XR environ-
ment and design which had their player design aspect. This meant it would be
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difficult to create a new interactive player with a different script and interaction
technique since it would not be compatible with the existing environment. To
resolve this issue we used prefabs (preconfigured digital assets) for development
that allowed us to integrate the player into the environment seamlessly.
Another challenge we faced was Print Mesh Rendering. When we tried to dis-
play real-time data from each chamber in the VR environment, we encountered
difficulties. We aim to address and resolve this issue moving forward.

6 Qualitative Evaluation

We completed a guided tour of a Water Treatment plant in Roanoke, Virginia
where we learned about the water treatment process and the current status of
their cybersecurity systems from plant workers. Plant workers walked us around
the plant showing the computer systems involved in each treatment process and
how it connects to their network. During the visit, we observed flaws in the
physical aspects of the plant. Many of the computer systems within the plant
were not secured within a locked room, meaning any plant worker could gain
access to it physically. We noticed that the filtered water is directly reintro-
duced into the stream, implying that any malfunction in the water treatment
process could lead to immediate environmental repercussions. This risk is mag-
nified due to the direct connection of the stream to a significant river, which,
in turn, connects to various other bodies of water. Seizing the opportunity, we
also conducted interviews with multiple staff members at the plant to inquire
about their cybersecurity backgrounds and the precautions they take to prevent
cybersecurity attacks during their work at the facility.

6.1 XR Environment

We have designed a virtual model of a water treatment plant that contains
all of the components that mimic each stage of the water treatment process.
Screenshots of the virtual environment have been provided in Fig. 3. the tiny
cylinders that you see in the world are the acids, bases, and organisms that
would be added to the water at each step of the system. Users can walk along
the platform or below the platform to provide that immersive feeling of being at
the actual plant.

Fig. 3. Left: Sky view of Water Treatment Plant. Middle: Zoomed in view. Right:
User’s point of view.
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6.2 Physical AI Agent

We were able to classify our 3 different attack classes using LangChain. By
providing a high-level description of what the attack is doing, we can classify

the specific cyberattack that is occurring.

As demonstrated in Fig.4, we provided a high-level attack description
describing that the network speed for the water treatment speed is slow due
to there being so much traffic. An attack template is created that provides spe-
cific instructions on how the LLM should evaluate the given description along
with how the LLM should return the output.

Output Parsers
Let's start with defining how we would like the LLM output to look like:
In [35]: {
attack class fdt": False, #Fake Data Transfer
"attack class dos": False, #Denial of Service

"attack_class_phsh*: False, #Phishing

}

{'attack class_fdt': False
‘attack class dos': False
‘attack_class_phsh': False}

In [36]: high level attack description = """\
The network speed at the water treatment facility has been slowing \
down immensely. It seems there is too much traffic coming from
various unknown sources.

attack_template = """\
For the following text, extract the following information:

attack class_fdt: Does the description suggest innacurate meter readings casued by potential manipulation ?
Answer True if yes, False if not or unknown

attack_class_dos: Does the description indicate flooding or overloading of resources on the network ? \
Answer True if yes, False if not or unknown

attack_class_phsh: Does the description indicate that an employee was tricked or misled into giving up valuable
Answer True if yes, False if not or unknown

Format the output as JSON with the following keys
attack_class_fdt
attack_class_dos
attack_class_phsh

text: {text}

Fig. 4. Langchain prompt implementation.

We decided to use a JSON containing a boolean as output so that we could
easily determine which attack script to execute. The resulting output from the
LLM can be seen in Fig. 5.

We can see that the high-level attack description was successfully classified
as a Denial of Service attack. The other two attack classes were also successfully
classified as shown in Fig. 6.

The attack script for the Denial of Service attack class was successfully cre-
ated in Python using the OpenAl and the llama_cpp library. The attack script
produces a Python list containing flooding commands for each network of inter-
est that can then be fed and executed on our testbed’s command line interface.
The next step would be for us to apply the commands on the testbed’s network

to see the results.
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text: {text}

In [37): from langchain.prompts import ChatPromptTemplate

prompt_template = ChatPromptTemplate.fron_template(attack template)
print (prompt_template)

input_variables=[ 'text'] output parser=None partial variables={} messages=[HunanMessagePromptTemplate(prompt=Pr
omptTemplate(input_variables=['text'], output_parser=None, partial variables={}, template='For the following te
xt, extract the following information:\n\nattack class_fdt: Does the description suggest innacurate meter readi
ngs casued by potential manipulation ? Answer True if yes, False if not or unknown.\n\nattack class dos: Does t
he description indicate flooding or overloading of resources on the network ? Answer True if yes, False if not
or unknown.\n\nattack_class_phsh: Does the description indicate that an employee was tricked or misled into giv
ing up valuable information ? Answer True if yes, False if not or unknown.\n\nFormat the output as JSON with th
e following keys:\nattack class_fdt\nattack class dos\nattack class phsh\n\ntext: {text}\n', template format='f
-string’, validate template=True), additional kwargs={})]

In [38]: messages = prompt_template.format messages(text=high level attack description)
chat = ChatOpenAI(temperature=0.0, model=1lm model)
response = chat (messages)
print (response. content)

"attack class fdt": false,
"attack _class_dos": true,
“attack class phsh": false

Fig. 5. LLM’s Response given a Denial of Service attack description.

In [40): high level attack description = """\
The manager has noticed that water levels look much higher than gauges are reporting. He measures them by \
hand and realizes that they are certainly off by a factor of at least 10 feet. It seems like they might \
have been tampered with since the equipment is brand new.

"attack_class dos": false,
“attack_class phsh": false

In [43]: high level attack description = “"*\
A man came in today claiming to be an OSHA official. He stated that he needed access to the \
computers in order to assess our safety logs. He spent a lot of time downloading data from our \
computer onto a flash drive. We called OSHA, and they said they did not send anyone today

“attack class_fdt": false,
"attack class dos": false,

Fig. 6. Top: LLM’s Response given a Data Manipulation attack description. Bottom:
LLM’s Response given a Phishing attack description.

7 Conclusions and Future Work

We introduced a novel XR-based testbed that integrates Al and LLMs to create
an immersive educational experience that addresses the need for proper cyber-
security training among water treatment plant employees. The testbed provides
users with a real-world representation of the potential outcomes resulting from
successful cyber attacks. Our goal is to enhance the educational process and pro-
mote a deeper understanding of cybersecurity challenges in critical infrastructure
like water treatment plants.

In the future, we plan on taking information from the IoT devices to cre-
ate visuals for the statistics of each chamber of the water treatment system
for easy readability and understanding for the user while interacting with the
XR. Without the statistics being presented in the XR environment, they would
have to rely on the front-end interface for the statistics. We are also planning
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to address Conversational AI NPC interaction issues within VR, enabling the
use of the Meta Quest headset for interactions. Additionally, we aim to optimize
AT responses in correlation with the XR environment to facilitate real-time Al
connections and synchronized NPC movement.
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Abstract. Innovation in generative Artificial Intelligence (AI) has already been
leveraged by cybercriminals to deliver Al-powered social engineering attacks,
specifically phishing. This advancement adds to the challenges the cybersecurity
community is facing, such as lack of motivation to change unsafe behaviors and
low engagement with awareness raising, education and training activities. Often,
the problem is attributed to the fact that activities communicate the same message
across different audiences. This approach is not helpful to assist people relat-
ing to the problem, realizing the threat and how it can be transformed. To build
cyber resilience against phishing, the workforce needs to realize how phishing
can be delivered in the context of their working environment and what aspects a
cybercriminal can leverage to make the attack more realistic and plausible. This
requires the design of awareness raising, education and training activities that
can deliver highly tailored and context-aware messages to different audiences,
considering their job role and responsibilities. Generative Al has already demon-
strated an ability of high degree of creativity which is imperative for creating
tailored and effective awareness raising and training content. This study inves-
tigates how generative Al can be leveraged by stakeholders, such as educators
and trainers, to develop phishing-tailored attack scenarios. The scenarios can be
embedded in awareness raising and training activities that can be delivered e.g. over
cyber ranges, aiming to enhance the workforce’s cyber resilience against phishing
attacks. Investigations are performed in the context of the maritime domain.

Keywords: Social Engineering - Phishing - ChatGPT - Generative Al - Maritime
Cybersecurity - Cybersecurity Awareness Raising - Cybersecurity Education -
Cybersecurity Training - Phishing Attack-Tailored Scenarios - Cyber Resilience

1 Introduction

Social engineering is a major threat that keeps challenging society and the cybersecurity
community. The dimension of social engineering and its impact were made evident
during COVID-19 pandemic [1] as cybercriminals exploited all aspects of personal and
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business life to engage their victims. During this time, a high degree of creativity in
terms of phishing lures was observed, successfully engaging the victims that fell for
the lure. Post pandemic period the problem remains [2], giving a clear message to
the cybersecurity community that society has not reached a satisfactory level of cyber
resilience against social engineering attacks, especially with regards to phishing [3].
The fact that ENISA has announced [4] that the theme of the EU Cybersecurity month,
October 2023, will focus on increasing awareness on social engineering demonstrates
that the cybersecurity community is prioritizing its actions to empower citizens against
the social engineering pandemic. The evolution of generative Artificial Intelligence (Al)
and the rise of malicious Al chatbots [3], which can be utilized to launch sophisticated
phishing attacks, makes this prioritization imperative.

The cybersecurity community has launched many initiatives to raise awareness of
the social engineering threat and educate citizens on cyber hygiene practices. A key chal-
lenge when designing cybersecurity awareness raising, education and training activities
is to engage and motivate the audience to learn. One way to achieve this is by creat-
ing cybersecurity games and game genres [5], ranging from tabletop games, to serious
games, to cyber range simulation environments. Although awareness and training were
found to be the most effective way to reduce susceptibility to social engineering attacks
[6], we still observe high percentages of compromisation. Different social engineering
training and awareness programs [5, 7] have been developed. However, often the same
message is communicated across different audiences; this approach does not help people
to relate to the problem [8], realize the threat and how it can be transformed. This lack of
understanding hinders an individual’s understanding of the threat, can easily disengage
them from the awareness raising activities and become unmotivated to change unsafe
behaviors. Microsoft defense report 2023 [9] indicates the need to “conduct innovative
experimentation with user engagement strategies” and recommends to “develop tailored
and context-aware education models that treat users as distinct individuals and be imple-
mented at scale”. An innovative direction to consider is to investigate more actively the
contextualization of phishing attacks in different use cases to empower user engagement
and understanding of the threat. This approach is expected to deliver tailored messages
to different audiences and lead to more appealing and engaging content that can lead to
acquisition of new knowledge and motivate safer behaviors.

Contextualizing and developing phishing-tailored awareness raising content is not an
easy task to perform, considering the variety of audience profiles that can be constructed,
e.g., based on working domain, job roles, personal and or professional interests, etc.
The power of generative Al [10] can be leveraged to guide content creation and the
development of phishing-tailored attack scenarios, assisting cybersecurity professionals,
e.g. educators, trainers, and curricula designers, optimize the content design process. As
Tom Burt, Microsoft’s Corporate Vice President, Customer Security & Trust, stated
“Artificial Intelligence will be a critical component of successful defense. In the coming
years, innovation in Al powered cyber defense will help reverse the current rising tide
of cyberattacks”.

This paper aims to investigate how generative Al can be leveraged to create phishing-
tailored attack scenarios given a specific domain. The current study is performed in the
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context of maritime domain. Investigations are expected to provide insights to cyberse-
curity educators and trainers, guiding the design of Al-powered awareness raising and
training initiatives, e.g. campaigns, tabletop games, phishing simulations, etc. A core
aspect of the investigations is to empower them integrating phishing attack-tailored sce-
narios into the design of learning activities that the workforce can easily relate with,
understand, and acquire new knowledge that can be adapted when a phishing attack is
transformed. For example, the integration of attack scenarios can be valuable for activ-
ities delivered over cyber ranges. Cyber ranges can simulate a range of phishing attack
scenarios, demonstrating how cybercriminals can deliver a tailored phishing attack and
what aspects they can leverage to make the attack realistic and plausible. Enhancing the
workforce’s cyber situational awareness can contribute to empowering them to become
cyber resilient against current and future social engineering attacks.

Section 2 presents relevant work. Section 3 discusses the study methodology.
Section 4 briefly analyses the exploration aspects considered for crafting Al prompts.
Section 5 presents the main observations derived from the generative Al tool (ChatGPT)
responses. Section 6 critically discusses whether generative Al can be leveraged to create
phishing-tailored attack scenarios and Sect. 7 concludes the work.

2 Relevant Work

The need to adopt a tailored approach in designing awareness raising activities and con-
tent is highlighted in [11] where the design of a new educational activity is presented,
demonstrating how social engineering can be contextualized in a healthcare scenario. The
work in [12] emphasizes that it is essential to understand people’s behavior and prior
knowledge to provide them with customized and effective security training. Authors
propose to group people based on their awareness of social engineering threat prior to
providing tailored security training. The importance of pursuing tailored security train-
ing is highlighted in the global Cyber Resilience Index (CRI) [13] which was developed
by the World Economic Forum Centre for Cybersecurity, in collaboration with the Cyber
Resilience Index Working Group and with Accenture. CRI is a framework of best prac-
tice, guiding organizations to develop and evaluate the level of their cyber resilience.
As stated in the guidelines “fundamental cyber resilience must be integral not only to
technical systems but also in teams, the organizational culture and the daily way of
working”. The framework also highlights the need to provide continuous training to stay
up-to-date with the cyber threat landscape and to empower people identifying and com-
municating threats. Thus, demonstrating cyber resilience in their daily responsibilities.
This indicates that initiatives should tailor the message to communicate through train-
ing, depending on the audience, and considering the workforce’s job responsibilities.
Such an approach can promote the development of a multidisciplinary workforce [14]
that will be able to apply cyber hygiene and contribute towards an organization’s cyber
resilience. Creating a culture of cyber resilience across the organization is vital given
how social engineering attacks have evolved since ChatGPT launched [3]. The “State of
Phishing 2023” report [3] presents how cybercriminals leverage generative Al to sys-
tematically launch highly targeted phishing attacks. The rise of malicious Al chatbots,
such as WormGPT, can assist cybercriminals to write professional emails and launch
sophisticated phishing and Business Email Compromise (BEC) attacks.
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Given the advancements of the cyber threat landscape, it is pivotal to upskill the
workforce to realize how phishing attacks can be transformed and to identify how they can
be tailored given a specific business environment. The work in [ 15] investigates detection
aspects in the maritime domain and contributes towards a novel maritime cyber threat
detection framework. The proposed framework guides the development of cyber threat
detection skills in the maritime domain to effectively manage maritime-related cyber
risks. It provides directions to tailor training initiatives considering the personnel’s role
and responsibilities in the maritime ecosystem. The framework specifies key capabilities
that need to be developed such as identifying the maritime attack surface and the impact
to business operations, explaining how specific cybersecurity threats may compromise
the operation of maritime assets, and detecting a security incident. The work in [16]
takes into consideration the guidelines provided in [15] and presents the design of an
innovative training curriculum aiming to develop cybersecurity capacity in the maritime
domain and defend against ransomware attacks.

3 Methodology

An exploratory methodology is utilized to investigate whether generative Al tools such as
ChatGPT can generate tailored, realistic, and plausible phishing attack scenarios based on
the presented business environment. The investigations are expected to provide insights
and guide different stakeholders, e.g. educators, trainers, curricula designers, etc., to use
generative Al tools to create phishing-tailored attack scenarios and inform awareness
raising and training initiatives. Customizing awareness raising and training initiatives is
envisioned to engage different users with the training and empower their understanding.
ChatGPT 4.0 was preferred over the community version as it is reported to be more
creative. Given that cybercriminals are being creative with the lures utilized and are
successfully deceiving people, initiatives should leverage the creativity demonstrated
by generative Al tools such as ChatGPT to create plausible attack scenarios that can be
delivered in the context of a specific organization.
This work deployed the following methodology inspired by the work in [16]:

a) Social engineering attack aspects. Initially, attack-related aspects are specified,
profiling the attack strategy of a social engineer. These aspects are considered for
crafting generative Al prompts and for critically analyzing relevant responses.

b) Business environment. The business environment is dissected, specifying the mis-
sion, the processes, the organizational structure, and the internal and external
stakeholders. This information can be considered for crafting opening prompts to
contextualize phishing attacks considering the specific business environment.

c) Preliminary analysis. During the preliminary analysis, specific codes are extracted
to facilitate subsequent qualitative analysis. The coding structure is organized under
four thematic categories: (i) relevance to different departments/operations, (ii) realism
and plausibility, (iii) psychological manipulation, and (iv) sophistication.

d) Colour coding. Prompts and relevant ChatGPT responses are included in a document
to facilitate the analysis. An appropriate colour-coding scheme is applied considering
the specified coding structure.
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e) Qualitative analysis. A spreadsheet is created to facilitate the analysis. Prompts,
responses, and observations are reported. The latter are utilized to fine-tune
subsequent prompts.

f) Prompt engineering. The prompts to input to the generative Al tool are crafted based
on the research aim and objectives, the business environment and social engineering
attack aspects analyzed in this study.

g) Exploration: New prompts are created and/or existing prompts are amended, fol-
lowing ChatGPT’s responses. The aim is to explore whether responses can lead to
the creation of tailored attack scenarios.

4 Exploration Aspects

This section briefly analyses the key aspects that need to be taken into consideration
to craft appropriate generative Al prompts and support the research objectives of the
study. Initially, we profile social engineering attacks and identify key attack attributes,
and then the business environment is scrutinized. These aspects are expected to drive
the specification of tailored social engineering attack scenarios by using appropriate
prompts.

4.1 Social Engineering Attacks

A range of social engineering attacks can be leveraged by cybercriminals, providing
the means to use different attack methods, successfully engaging and compromising the
target. Such methods, among others, include phishing, vishing, smishing, baiting, tail-
gating, dumpster diving, shoulder surfing, etc. Social engineering attacks often succeed
because they are delivered in a context which the victim is familiar with. For example,
a phishing attack is crafted considering the business environment of the victim or con-
sidering personal preferences. In such tailored cases, the social engineer increases the
chances to engage the victim and successfully deploy the attack. To be able to create
attack-tailored attack scenarios and inform awareness raising and training initiatives,
it is imperative to identify exploitability attributes a social engineer might use when
crafting and delivering a social engineering attack. These attributes can be utilized to
develop relevant generative Al prompts that can lead to tailored attack scenarios. This
study considers three exploitability attributes:

Attack Vector. This attribute reflects the means which will be utilized to deliver the
attack. Typically, there are three main ways delivering a social engineering attack: (a)
using the phone, (b) through digital means, and/or (c) through physical interaction.

Influence Tactics. Social engineers apply a range of psychological tactics to manipulate
the victims and convince them to reveal sensitive information and/or take further actions
that could lead to unauthorized access. Such tactics include: (a) conveying a sense of
urgency, (b) causing fear, (c) creating a sense of obligation, (d) demonstrating authority.

Attack Lure. Social engineering attacks are customized to deliver tailored lures and
increase the possibility to engage the victims. Often, social engineers profile the victim
(personal preferences, relationships, etc.) and their business environment (domain, work
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role, business collaborators, etc.). This information is utilized to craft tailored lures that
the victim will be familiar with and make the social engineering message realistic and
more attractive to the victim.

4.2 Business Environment

Typical risk factors include threat, vulnerability, impact, likelihood, and predisposing
condition [17]. The latter is a condition that can affect the likelihood of occurrence
and success of a threat event. For example, the business environment can constitute a
predisposing condition that social engineers can exploit for their benefit. The structure
of the organization, its mission, the internal and external stakeholders, and the business
processes are aspects that can be useful in a social engineering attack to create a realistic
scenario which can effectively engage victims.

Given the advances of the maritime cyber threat landscape [14, 15], the maritime
domain is selected to perform the investigations and support the study’s research objec-
tives. The adverse impact on critical infrastructures due to successful social engineering
attacks can be devastating, and can have cascading effects on a local, national, and inter-
national level. For the purposes of the study, a fictional maritime organization (called
maritime-FLE) is considered [18, 19]. The profile of the fictional organization follows,
and it will inform the prompts’ engineering task that is part of the study’s methodology.

Mission. The company is specialized in the manufacturing, supply, and service of an
extensive range of lifesaving and firefighting equipment, with a commitment to spear-
heading innovation and excellence in maritime safety and services. The company is
operating globally, with warehouses and branches across Europe. Moreover, the com-
pany leverages an extensive network of service companies in every major commercial
port worldwide. This strategic positioning enables it to efficiently supply and service
commercial vessels all over the world.

Business Structure and Operations. The company consists of the following
departments:

Auditing: Ensures law compliance and financial integrity.

Human Resource (HR): Manages workforce development.

Sales: Focuses on revenue generation and customer relations.

Marketing: Drives brand engagement and market penetration.

Research & Development (R&D): Innovates and fine-tunes maritime products.
Production: Ensures manufacturing processes of maritime products.

Procurement: Handles the order process for raw materials and trade products.
Shipping & Logistics: Manages efficient distribution and supply chain operations.
Information Technology & Web Development: Supports digital infrastructure and
online presence.

e Legal: Handles legal compliance and maritime law.

Internal Stakeholders

Employees. They are the backbone of the company and have specialized skills, con-
tributing with their expertise across various departments. From the meticulous work of
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the R&D team, innovating and improving maritime safety products, to the production
team ensuring high-quality manufacturing.

Management and Leadership. This group includes department managers, directors, and
executives (COO, CCO, CEO). They are responsible for strategic decision-making and
ensuring that departmental activities align with overall business goals.

External Stakeholders

Suppliers. They provide essential raw materials for product manufacturing, playing a
crucial role in the supply chain. Their reliability and quality standards directly impact
the company’s product offerings and reputation in the market.

Logistics and Distribution Partners. This includes agents and forwarders who ensure the
efficient and timely distribution of products globally. Their work is critical in maintaining
a seamless supply chain, from warehousing to delivery at various international ports.
Regulatory Bodies and Maritime Authorities. These stakeholders ensure compliance
with maritime laws and safety regulations. Their guidelines and standards shape the
company’s product development and operational procedures.

Clients and End-Users. These are the vessel operators, shipping companies, and other
maritime entities that use the company’s products. Their feedback and satisfaction levels
are vital indicators of product performance and influence future product developments
and service enhancements.

5 Analysis of Generative AI Responses

This section will analyze the investigations performed with the aim to provide insights
about the potential of generative Al tools, such as ChatGPT, to assist educators, train-
ers and curriculum designers, creating tailored social engineering attack scenarios
considering a specific business environment.

Initially, a prompt was crafted to set the task purpose and provide relevant context
to the tool: “Assume the role of a cybersecurity trainer and curriculum designer. You
will create social engineering scenarios for user training. The users are working in a
maritime company called maritime-FLE with different departments. The training social
engineering scenarios should be tailored to each department, so they are focused and
effective.” (prompt #1). The tool responded that it is waiting for details about the busi-
ness environment, the specific departments within the company, and any specific aspects
or challenges that we would like to address in the training. It has acknowledged that this
information will help ensure that the scenarios are relevant, realistic, and effective for
each department. Considering the tool’s response, it was decided to provide input infor-
mation that extended the business environment (which was the authors’ first intention),
covering exploitability aspects related to the social engineering attacks. Specifically, the
subsequent prompt provided as input Sect. 4 of this paper that covered the business
environment (mission, structure and operations, internal and external stakeholders) and
the attack related aspects (attack vector, influence tactics, attack lure), and requested
the tool to “give an example of a phishing scenario targeting maritime-FLE company”
(prompt #2). Before delving into the specifics of the proposed attack scenario, it is worth
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mentioning that the tool has structured its response into six sections: 1) Background, 2)
Attack setup, 3) Lure, 4) Targeted action, 5) Consequence, and 6) Preventive measures.
The structure is very helpful in guiding educators and trainers to design learning material
considering a specific business domain (Sect. I) to increase awareness of a social engi-
neering attack, e.g., how itis performed (Sect. 2), the message utilized to engage potential
victims (Sect. 3), understand the attacker’s motivation (Sect. 4), the impact (Sect. 5) and
measures that the company should have implemented to address the attack (Sect. 6).
The provided response structure was considered useful; thus, it was decided to keep it
and not request any amendments. In terms of the suggested scenario, the tool selected
a department (Procurement) which was included in the input business information and
elaborated the attack details which are discussed next.

Investigations focused on the diversity of attack scenarios and their relevance to
different departments and business operations. In total, ten pairs of prompts have been
crafted to investigate this aspect; each pair included a prompt considering the format
“create a phishing scenario for the <name> department”, and a subsequent prompt “fo
change the lure”. A total of ten departments have been considered as per maritime-FLE
company profile, yielding a total of twenty prompts. The main observations are discussed
next.

Observation 1. All phishing attacks were delivered through email.

Observation 2. The expected action from the victim side was to visit a website that
closely resembled the official website and provide sensitive information, and/or open a
malicious attachment.

Observation 3. The attack storyline considered typical operations delivered by the
respective department as per each prompt, making the attack more relatable and enhanc-
ing its realism. This can increase users’ engagement in a potential attack which makes
it imperative to expose users to these scenarios, so they increase their awareness and
resilience. For example, the tool considered that Procurement is dealing with “ordering
of raw materials and trade products” and suggested a phishing email with the subject
“Urgent Update Required for Order Processing”. The email scenario stated that there
has been a critical update in the supplier’s order processing system and that all clients
must immediately update their account details to ensure uninterrupted service and deliv-
ery schedules. When the tool was prompted to change the attack lure, it tailored the
attack scenario considering another routine operation performed by the Procurement
department. Specifically, it considered operations such as “handling and processing
invoices related to the purchase of materials and services” and crafted a relevant email
subject “Immediate Attention Required: Invoice Discrepancy for Recent Order”. The
tool suggested creating an email claiming either an overpayment or underpayment by
maritime-FLE and stress out the urgency of resolving this issue to maintain a smooth
business relationship and avoid any legal complications. This scenario can be particularly
effective for the Procurement department as it directly ties into their daily responsibilities
and challenges, making the attack relevant and engaging.

Observation 4. Attack scenarios involved different internal and external stakeholders,
ranging from trusted suppliers, service providers, customs, shipping agencies, freight
forwarder, technology partners, and research organizations. The diversity of stakeholders
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demonstrates the dimensions of the attack surface and the importance to communicate
this aspect to the workforce; the aim is to empower the workforce to understand the
plausibility to become a target, and that cybercriminals will try to leverage the business
relationships of the company with external stakeholders.

Observation 5. A variety of attack scenarios are suggested that create a sense of urgency
and fear, conveying that if the employee does not act, that could significantly impact
the company’s operations. Some other scenarios appear to be from maritime authorities

creating a sense of responsibility to act quickly.
As it was observed, the use of email was considered across all proposed phishing

scenarios. Moving on with the investigations, efforts focused on examining whether
the tool can suggest more advanced scenarios. A prompt was crafted instructing the
tool to “consider the scenario related to Shipping & Logistics department and amend
it so the phone is also used as part of the attack” (prompt #21). In this case, the tool
considered that the Shipping & Logistics department handles the intricate process of
shipping and customs clearance and proposed an attack scenario that was broken into
two phases. Phase 1 involved the use of email to deliver an urgent message with the
subject “Urgent Customs Clearance Action Needed for Shipment ID #12345”. The tool
suggested to state that there is an issue with customs clearance for a specific shipment,
possibly due to missing or incorrect documentation. As part of the attack scenario, a
link was provided, allegedly to the customs portal for preliminary information entry,
also mentioning that a representative will call shortly to assist with resolving the issue.
Phase 2 involved the use of phone and suggested that the attack could involve a call
to the department from an individual claiming to be a representative of the customs
agency. The scenario assumes that this person references the email and shipment ID,
creating a sense of continuity and legitimacy; the person calling urges the employee
to follow the email’s instructions immediately to avoid shipment delays. This revised
scenario addresses a more sophisticated social engineering tactic, adding credibility to
the request and enhancing the realism of the attack scenario for the Shipping & Logistics
department. This is achieved by incorporating a phone call into the phishing attempt, in
combination with the caller’s knowledge of the email and specific shipment details.
The ability of the tool to create more sophisticated attacks was further investigated
to identify the level of creativity that the tool could demonstrate to suggest scenarios that
were realistic and linked to typical operations performed by the targeted department(s).
The tool was prompt to “create a more complicate plausible phishing scenario that
involves different departments. The use of email and/or phone can be utilized.” (prompt
#22). The proposed phishing scenario involved multiple departments at maritime-FLE,
including Procurement, Shipping & Logistics, and IT & Web Development, exploit-
ing the interconnected nature of their operations. The attack scenario was broken into
three phases. The first phase assumed infiltration through the Procurement department.
Initially, the scenario describes that the Procurement department receives an email that
appears to be from a trusted supplier, announcing a new online ordering system. The
email includes a link to register on this new platform. Then a subsequent phone call from
someone claiming to be from the supplier’s customer service team is made to the Pro-
curement department, referencing the email and offering assistance with the registration
process. The tool assumes that phase 1 is successful and the attack is expanded to the
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Shipping & Logistics department. Once the Procurement department’s credentials are
compromised, attackers can gain access to upcoming shipment schedules. They can then
send an email to the Shipping & Logistics department, masquerading as the Procurement
department, informing them of a change in shipment details and providing a link to view
the updated information. A phone call from the ‘Procurement Department’ is made to
Shipping & Logistics, urging them to check the email as it contains critical information
about urgent shipment changes. Phase 3 targets the I'T & Web Development department.
Using information from the previous breaches, attackers send an email to the IT & Web
Development department, posing as a senior executive from Shipping & Logistics. They
claim there is an issue with the internal tracking system affecting shipments and urge the
IT team to install a software patch, provided in the email link, to resolve the issue imme-
diately. Overall, this scenario highlights the complexity of phishing attacks in a large
organization and the importance of vigilance across all departments. By demonstrating
how attackers can maneuver through different layers of the company, it underscores the
need for comprehensive security practices and protocols.

Further examination of the last scenario revealed a weak point in phase 3. The IT &
Web development department is handling technological and cybersecurity issues. Thus,
it is reasonable to assume that the respective employees are typically more aware of
common phishing tactics. Any phishing scenario crafted for them needs to be sophis-
ticated and highly believable; the suggested scenario (phase 3) lacks these attributes.
A new prompt was created to request the tool to “create a phishing scenario for the
Information Technology and Web Development department of maritime-FLE. Consider
that employees in this department have more advanced knowledge and will not fall eas-
ily for typical phishing lures.” (prompt #23). The tool suggested a new scenario that
involved the IT & Web Development department. As per the tool’s suggestion, depart-
ment members receive an email that appears to be from a reputable cybersecurity firm
or a well-known software vendor. The email discusses a newly discovered and critical
vulnerability affecting a specific software or system that maritime-FLE uses. Consider-
ing the employees’ expertise, the email is technically detailed, mentioning specific code
libraries, platforms, or software versions used by maritime-FLE. It offers an immediate
solution to this vulnerability — a patch or an update, which can be accessed by clicking
on a link. The email is crafted to mimic the vendor’s usual communication style and
includes technical jargon to make it more convincing. This scenario acknowledges the
advanced technical knowledge of the IT & Web Development department and suggested
a sophisticated, technically plausible phishing attempt, which can be utilized in activities
to ensuring that the training is engaging and effective.

6 Discussion

Designing tailored social engineering attack scenarios to inform awareness raising and
training initiatives requires good understanding of the business environment, its opera-
tions, structure and relevant job roles and responsibilities of personnel across the different
departments. Also, it requires a lot of effort and a great level of creativity from the educa-
tors and trainers to design diverse attack scenarios and expose the workforce to different
situations to enhance their skills and knowledge and empower them to become resilient
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when they have been targeted. The explorations performed in this study have indicated
that generative Al tools have the potential to assist educators and trainers by suggesting
tailored attack scenarios based on a business environment. Having assistance from a
generative Al tool can prove to be invaluable for upskilling initiatives as it can accel-
erate the process of creating learning content and contribute to designing engaging and
effective learning activities. Below we discuss the aspects that demonstrate ChatGPT’s
ability to assist in the creation of tailored social engineering attack scenarios.

Relevance to Different Departments/Operations. The suggested phishing attack sce-
narios are customized based on the typical operations delivered by the respective depart-
ments. The tool expanded upon the brief information that was initially provided about
the business environment and considered routine operations that are reasonable to be
performed by the departments that have been profiled. This means that the suggested sce-
narios should be validated by trainers to confirm that the attack context would be relevant
to the business environment in which learning activities will be delivered. Having the
attack training scenarios tailored to daily operations can engage people and assist them
to easily relate with the attack storyline and understand how attacks can be implemented
in the context of their daily routine.

Realism and Plausibility. The tool demonstrated that it could suggest attack scenar-
ios that are realistic and plausible. This is achieved by creating attack scenarios that
are tailored to exploit the routine operations and potential concerns of different depart-
ments. Also, the combination of different attack vectors (phone, email) and the caller’s
knowledge of prior (email) communication can create a sense of authenticity and add
credibility to the presented (malicious) requests. Another element that adds to the real-
ism of the suggested attack scenarios is that they consider the cooperation with a range
of stakeholders (e.g. suppliers, customs, shipping agencies, freight forwarders, technol-
ogy partners, etc.) that the victim organization is possible to have established a trusted
collaboration with. Utilizing realistic and plausible attack training scenarios is crucial
to effectively upskill employees and enhance their resilience to diverse phishing attacks
that are tailored to the business environment.

Psychological Manipulation. Social engineers manipulate people’s feelings to achieve
their objectives. Thus, the attack training scenarios should demonstrate how a social engi-
neer can take benefit of human nature and manipulate different psychological attributes.
The suggested phishing attack scenarios considered daily responsibilities and concerns
that employees might have in the context of their work role to convince them to act,
e.g., open a malicious attachment, click on a link, enter sensitive information on a fake
website, etc. Influence tactics demonstrated through the suggested scenarios include
creating a sense of urgency, fear, authority, and responsibility. These are tactics that
have proved to be a driving factor for victims to act and allow the attackers to gain
unauthorized access. Depending on an employee’s job role, individuals might be more
susceptible to responding to a request made by a social engineer. Therefore, it is impera-
tive to demonstrate how a social engineer could take advantage of the business structure
and collaborations to create the conditions to convey a sense of urgency, fear, authority,
etc. Empowering the workforce to enhance its situational awareness could increase their
resilience against sophisticated phishing attacks that might not be expected to happen.
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Sophistication. Social engineers are creative in terms of the lures they use. Training
scenarios should demonstrate similar creativity so that employees realize the extent that
attackers might take to achieve their objectives. This is an aspect that was demonstrated
by the tool; initially, phishing attack scenarios primarily utilized email communication.
When prompted, the tool adjusted the scenarios and created more sophisticated attacks.
For example, it combined the use of email and phone to create a multilayered sense of
urgency and authenticity. In another case, it demonstrated that it could suggest attack
scenarios aligned with the skill level and experience of the targeted department. Specif-
ically, it considered the IT & Web development department in which employees have
technical expertise and suggested more sophisticated attack scenarios. Such scenarios
are vital to train more experienced personnel to identify more complex social engineering

attempts.
This study presented an initial set of investigations performed in the context of the

maritime domain. Authors considered that the study findings provide the ground to
extend the investigations to include other forms of social engineering attacks; also, to
consider other domains and investigate the level of creativity and adaptability demon-
strated by generative Al tools. Future investigations will focus on extensively assessing
how generative Al tools can assist educators and trainers design tailored attack scenarios
that could be utilized to effectively educate and train the workforce; the aim should be
the workforce to realize the extent a social engineer would operate to manipulate people
and compromise a business. Moreover, another future direction is to upskill cybersecu-
rity educators and trainers; future investigations should focus on investigating the skills
educators and trainers should develop so they can leverage generative Al in the context
of their activities.

7 Conclusions

Generative Al has transformed the cyber threat landscape and provided the means to
cybercriminals to thrive with tailored social engineering attacks. This is an aspect that
could not be evident to the workforce who may not easily realize how a social engineering
attack can be transformed depending on the domain the victim organization is operating.
This lack of understanding may explain why employees often fall for the phish even if
they attended a training. Upskilling initiatives should leverage generative Al to accelerate
the process of learning content creation by creating tailored and sophisticated social
engineering attack scenarios that could be delivered in a specific domain. Exposing
the workforce to advanced attack scenarios, which can resemble generative-Al attack
strategies that cybercriminals could be leveraging, can promote a better understanding of
how social engineering attacks could be delivered in their working environment, can be
engaging in terms of learning and retaining knowledge, and can enhance the workforce’s
cyber situational awareness. Cyber situational awareness is pivotal for the workforce to
become cyber resilient when it becomes a target of a social engineering attack. Future
awareness raising and training endeavors should investigate how generative Al can be
leveraged to improve the workforce’s cyber situational awareness and contribute to a
cyber-resilient society.
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Abstract. Critical infrastructures (CI) extend across various sectors within the
economy, relying on a combination of software and hardware technologies to man-
age the operations of the systems, services, and assets. Risk Management plays
a pivotal role in enduring viability of organizations in the long run, identifying
potential threats and vulnerabilities. The realm of DevSecOps in CI undergoes con-
tinuous evolution, demanding organizations to consistently adapt their strategies in
addressing emerging risks. The goal of this exploratory study is to understand how
training and security awareness influence the adoption of DevSecOps practices
and, consequently, their role in enhancing processes related to risk management
in the context of CI. The study examines the perspectives of DevOps profession-
als, developers, security experts, and other experts working in CI using a survey.
The results reveal a gap in regular training and awareness sessions, which has
triggered practitioners to follow a proactive approach of acquiring knowledge and
skills independently. The findings also highlight fostering a positive security cul-
ture by exhibiting risk-averse behavior, consequently reducing the occurrence of
incidents, and promoting adherence to policies. The study offers valuable insights
into DevSecOps in risk management, potentially encouraging the adoption of
DevSecOps and guiding practitioners interested in harnessing its inherent bene-
fits within the context of CI. Furthermore, our findings pave the way for future
research endeavors on assessing the impact of training and awareness programs
to shape and improve the security culture within Cls.

Keywords: Training and Security Awareness - DevSecOps - Risk Management

1 Introduction

In the ever-evolving landscape of cybersecurity, DevSecOps stands out as an paradigm
shift aimed at strengthening the security posture of software applications, preventing the
costly errors associated with regarding security as an afterthought [1].
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Within the context of critical infrastructures, the significance of DevSecOps is further
emphasized. Critical infrastructures traverse multiple sectors within the economic land-
scape, amplifying the consequences of disruptions that impact not only a nation’s econ-
omy but society at large [2]. DevSecOps facilitates the incorporation of security practices
while also assuming the crucial responsibility of DevOps in risk mitigation through early
failures and incremental advancements [3]. Consequently, effectively securing critical
infrastructures lies in managing a diverse range of risks.

DevSecOps advocates for an expansion of DevOps’ objective of emphasizing the col-
laboration between development and operational team, by incorporating security team
right from the inception [4]. The incorporation of the three teams into DevSecOps high-
lights the critical significance of human factors in achieving success. Moreover, the
intersection of training, security awareness, and DevSecOps presents a compelling and
crucial area of exploration within the cybersecurity domain [5]. DevSecOps also extends
its collaboration to include additional teams, such as customer support, legal, and mar-
keting, engaging them in discussions about the project’s plans [6]. Thus, acknowledging
the impact of human factors on the adoption and effectiveness of DevSecOps practices,
especially concerning Risk Management, becomes imperative.

Training and security awareness can be used to instil a security culture which could
assist in addressing the risk that human behavior poses in critical infrastructures since
DevSecOps is regarded as a socio-technical work system.

Naidoo and Moller [7] pointed out that DevSecOps produces outcomes through the
joint organization of two primary components: 1) the socio-subsystem, encompassing
individuals, relationships, reward systems, and authority structures and 2) the technical
sub-system, encompassing tasks, processes, and technology. The State of Platform Engi-
neering Report [8] highlights as well that engaging in enterprise IT involves navigating
a highly intricate social endeavor that constructs socio-technical systems. This perspec-
tive of DevSecOps is reflected even before security being integrated in DevOps. Smeds
et al. [9] define DevOps as a set of three aspects that support each-other: 1) engineering
process capabilities, 2) cultural enablers, and 3) technological enablers. Adopting the
three above-mentioned core aspects of DevOps, Zhou et al. [10] look into the DevSec-
Ops perspective of these aspects. In the group of the cultural enablers they list the traits
that a DevSecOps teams should present. Sharing responsibility and improvement of
communication are emphasized as the most important.

Moreover, The State of Platform Engineering Report [8] considers the teams as part
of a larger complex social activity that builds socio-technical systems. They highlight as
advantageous the organizations that consciously prioritize aspects such as team dynam-
ics, developer experience, feedback loops, and effective product management, related to
those that overlook these crucial factors.

Séanchez-Gordén and Colomo-Palacios, in their review [11], enhance comprehen-
sion of the security culture within DevOps from the perspective of human factors. This
review unveils 13 key attributes that distinctly define the culture of DevSecOps. More-
over, Morales and Yasar [12] indicate a need to address various cultural and technical
obstacles for having secure pipelines. One notable area for improvement involves ensur-
ing continuous and appropriate training for technical staff. Authors assert that traditional
mindsets present challenges to changes in the current pipeline development landscape,
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but these challenges can be partially mitigated through continuous training and increased
awareness.

However, to the best of authors’ knowledge, no prior studies have investigated the
firsthand experiences of practitioners to shed light on the significance of training and
security awareness in the context of Critical Infrastructures. This study sets the stage for
an insightful investigation of training and security awareness on the adoption of DevSec-
Ops practices and, consequently, their contribution in the realm of risk management
processes. The research delves into the perspectives of DevOps practitioners, develop-
ers, security professionals, and other knowledgeable experts on the topic, engaged with
critical sectors.

The subsequent sections of this study are outlined as follows: Section 2 introduces
the existing literature in the domains of training and security awareness in the context of
DevSecOps and Risk Management for Critical Infrastructures. Section 3 delineates the
research approach, encompassing the survey design, participants, data collection, and
analysis. Section 4 presents the results findings while engages in a discussion of them.
Lastly, Sect. 5 concludes the study and outlines potential avenues for future research.

2 Background

This section engages in the discussion of DevSecOps and Risk Management within
critical infrastructures and delves into the significance of training and security awareness
towards risk management within this specific context.

2.1 DevSecOps and Risk Management

DevOps consistently mitigates risks by identifying and addressing failures at an early
stage, a capability not always present in waterfall approaches where failures might persist
undetected until the final product is delivered [3]. The 2021 State of DevOps Report [13]
acknowledges security as an integral part of the culture. The characteristic of DevOps,
involving early and incremental steps, combined with the integration of security, has led
to the emergence of DevSecOps.

DevSecOps is a methodology that reduces development time but at the same time,
it upholds software quality [14]. It is characterized as a paradigm that integrates soft-
ware development and operational processes while prioritizing security requirements
[15]. Moreover, it is regarded as a security-centric methodology within the DevOps
framework [1], incorporating security controls into DevOps practices [16]. Yasar [17]
defines DevSecOps as the optimal execution of DevOps practices, emphasizing its role
in expediting the recovery process when risks are identified.

Ina prior investigation concerning the safety dimensions of DevSecOps [18], the free-
dom from risk is identified among the aspects. This encompassed various actions towards
it, including the separation of information related to vulnerabilities, risk identification,
monitoring, mitigation, reduction, assessment, and analysis.

Moreover, several authors have dedicated efforts to introduce frameworks designed
to aid organizations utilizing DevOps in effectively managing risks. For instance, in
order to provide assurance to auditors and stakeholders regarding their software delivery
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processes while maintaining agility, Plant et al. [19] provides a framework that focuses
on mitigating risks associated with internal controls such as operations, reporting, and
compliance objectives. Yasar [20] applies a DevSecOps assessment specifically tailored
for highly regulated environments. Even though the study is not specifically concentrated
on the risk management process itself, it underscores the importance of incorporating
the necessary risk management framework into the application development process. On
the other hand, Ramaj et al. [21] present a conceptual framework to manage risk inside
critical infrastructures in the DevSecOps context.

2.2 Training and Security Awareness

The previously mentioned works, referring to DevSecOps as a socio-technical work
system, reveal that DevSecOps is not just about tools and automation, but also about
culture. Practitioners discuss the human factors related to skills, awareness, communi-
cation, and culture as central to the success of DevSecOps in creating a more secure
software process [22].

Within the people dimension of DevSecOps, discussions center around security train-
ing [10]. This practice is frequently highlighted for the positive impact on dismantling
traditional silos and enhancing communication. For both newly on boarded and existing
staff, the main concern revolves around their possession of essential skills and awareness
regarding the impact of security on the organization [21]. As aresult, many organizations
allocate resources to training programs to address this concern.

Rajapakse et al. [22], in their systematic literature review, unveiled a compilation of
challenges and solutions in the realm of DevSecOps adoption. Among the challenges
identified, there is a pronounced knowledge gap in security, stemming from two key
sources: developers lacking essential security skills and a deficiency in security education
and training.

Empowering practitioners to take charge of their own learning journey is essential,
allowing them the flexibility to choose from various educational avenues such as courses
and independent study. However, the responsibility for fostering a culture of continuous
learning and development should not solely rest on the shoulders of individual employ-
ees. Companies play a crucial role in supporting their workforce by actively investing
in education and skill development initiatives [23].

Creating a culture of knowledge sharing within the organization can be a powerful
mechanism for facilitating this. In [13], the biggest blockers for organizations are found
in failure to create cultures of knowledge. Encouraging employees to share their exper-
tise, experiences, and insights cultivates a collaborative environment where knowledge
becomes a shared resource.

Additionally, companies can provide structured training programs to address specific
skill gaps—both technical or soft skills [24], or emerging industry trends. By actively
investing in employee education and promoting a culture of knowledge exchange, orga-
nizations can ensure that their workforce remains well-equipped, adaptable, and ready
to meet the challenges of an ever-evolving professional landscape.

Besides formal training programs, the significance of cultivating security aware-
ness within an organization cannot be overstated. Security awareness encompasses the
degree of appreciation, understanding, or knowledge that individuals possess regarding
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cybersecurity or information security practices [25]. It goes beyond the structured learn-
ing modules and extends to fostering a collective mindset among employees about the
importance of safeguarding digital assets and sensitive information. A well-established
security awareness initiative involves regularly communicating the latest threats, best
practices, and security policies to all members of the organization [26]. This proac-
tive approach ensures that employees not only comprehend the potential risks but also
actively contribute to maintaining a secure working environment.

In essence, security awareness complements formal training efforts by instilling a
culture of vigilance and responsibility, making every individual within the organization
alert to potential risks. On the other hand, DevSecOps involves a multitude of technolo-
gies and practices that are integral to its successful implementation. Given the complexity
and diversity within the DevSecOps implementations, it becomes imperative to provide
thorough training to practitioners working in Critical Infrastructures. This training is
essential for ensuring that team members acquire a deep understanding of the princi-
ples, tools, and best practices associated with DevSecOps that contribute towards risk
management in critical sectors.

3 Research Approach

To obtain insights from practitioners regarding the application of training and security
awareness in the context of DevSecOps in critical infrastructures, we employ a qualitative
research approach following principles of survey research as suggested by Pfleeger and
Kitchenham [27]. In alignment with the objective of this study, we have formulated our
research question (RQs) as follows:

e RQI1: How can training and security awareness contribute to the performance of
DevSecOps and Risk Management?

e RQ2: To what extent does the training of the employees and their security awareness
enable DevSecOps practices and Risk Management?

3.1 Survey Design

In this study, we employ a questionnaire-based opinion survey. The survey design follows
the software engineering survey guidelines proposed by Kitchenham and Pfleeger [28].
We designed the survey with the intention that its results would accurately and representa-
tively mirror reality, with a level of complexity sufficient to address the study’s objectives
while avoiding unnecessary intricacy. Additionally, we ensured that the administration
and analysis of the survey are feasible within the allocated resources.

We built the survey using Nettskjema, a web-based survey tool developed by the
University of Oslo which maintains a high level of security. Nettskjema is approved by
Norwegian Agency for Shared Services in Education and Research (Sikt) to collect even
strictly confidential data.

To maximize response rates and minimize unnecessary participant distractions, our
survey employed a set of questions grouped into two main parts: the first part consisting
of demographics and the second part containing the main questions on the topic. The
demographics part included questions about gender, organization type the participant
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works for, country, role in the organization, industry working on, years of experience
and level of knowledge on the topic. The second part of the survey included questions
grouped into three sections: 1. About training and security awareness that employees
have received in the context of integrating security into the DevOps process and Risk
Management; 2. About the need for training and security awareness in the context of
DevSecOps and Risk Management; 3. About how staff training and security awareness
affect the adoption of DevSecOps practices and, in turn, their role in enhancing risk
management.

Following the principles to construct a survey instrument [29], we formulated pur-
poseful and concrete questions that underwent multiple iteration among authors of the
study to improve our survey. In this exploratory study, most survey questions are closed-
ended, encompassing single-choice questions with mutually exclusive options, multiple-
choice questions, and Likert scale questions. In addition, a few open-ended questions
are incorporated to allow respondents to elaborate on closed-ended questions or pro-
vide additional comments. The additional comments include identifying challenges or
barriers encountered in implementing security training in the organization, mentioning
measures or strategies to improve both training and security awareness in DevSecOps
and Risk Management, or other suggestions they might have.

Within the online survey, participants rated the covering of specific training topics
using a five-point Likert scale ranging from 1 (Not at all) to 5 (Exceptionally well).
They were also asked to rate the impact of the training or security awareness sessions
on their DevSecOps practices or Risk Management at work on a scale ranging from 1
(being not effective) to 5 (being very effective). Moreover, we assessed their alignment or
disagreement regarding the practices implemented within their organization, including
the utilization of standards or frameworks. The impact of these practices on DevSecOps
and risk management was captured using a scale ranging from 1 (Strongly Disagree)
to 5 (Strongly Agree). We also included an option “0-I do not know it” or “O-I do not
remember it” as necessary but later excluded during statistical analysis (see Sect. 3.3).
Both the questionnaire and dataset are accessible as archived open data [30].

Following the principles to evaluate a questionnaire survey [31], we evaluated our
survey by sharing a draft with both a software practitioner and a security specialist.
Generally, the feedback indicated that the questions were sufficiently concise, relevant,
engaging, and were following a logical flow. However, an exception was noted in the
open-ended question regarding challenges, measures, or strategies, prompting a refor-
mulation for clarity and consistent comprehension. Additionally, it was recommended
that, for certain Likert scale questions, a follow-up question be added since this would
prompt respondents to provide further details or justifications for their chosen answers.

3.2 Data Collection

Our objective was to disseminate the survey to a broad spectrum of professionals,
grounded in the belief that an inadequate sample size may lead to results that are not
significant, thus enhancing the robustness and reliability of our results. Following the
principles related to the sampling strategy [32], the process started by defining the target
population to which the survey is applicable. The target population of this study were
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DevOps engineers, developers, security professionals, and other experts knowledgeable
on the topic, working with critical infrastructures.

The sampling strategy in this study is Non-Probabilistic Sampling Methods. Respon-
dents were selected due to being conveniently accessible to authors. Initially a limited
number of participants, primarily identified through existing personal and professional
relationships, were invited to complete, and further distribute the survey. Therefore, the
strategy described incorporates both convenience sampling, which involves obtaining
responses from available and willing participants, and snowball sampling, where partic-
ipants in the survey were asked to nominate others who might be willing to participate.
The survey remained open for a one-month period (January 2024), accompanied by a
reminder sent out two weeks after the initial launch.

In addition to employing convenience sampling, the researchers utilized purposive
sampling. They proactively contacted other practitioners recognized for their relevant
expertise. To enhance expert participation, additional strategies involved distributing
the survey among institutions working on the topic, posting it within LinkedIn network
of the authors, and sharing it as a post in two exclusive LinkedIn groups comprising
DevSecOps professionals.

Despite the effort made the number of responses was small. However, it is worth
noting that the pool of experts engaged in CI is relatively limited. Therefore, recruiting
participants who are part of this population is challenging, so we did not include experts
from other sectors to maintain the focus of the survey.

3.3 Data Analysis

Following the conceptualization of the study, establishment of participant contact, survey
distribution, and gathering of data, the subsequent stages encompassed content analysis
and communication of the acquired knowledge. Through gathering experiences that
serve as the foundation for exploring the impact of staff training and security awareness
in a DevSecOps environment, we seek to gain a deeper understanding of how they
contribute to DevSecOps approach and the extent to which they facilitate the adoption
of DevSecOps practices towards Risk Management.

The data analysis followed the approach proposed by Kitchenham and Pfleeger in
[33]. Prior to conducting a thorough analysis, authors carefully reviewed responses for
consistency and completeness. Furthermore, authors established a policy for managing
inconsistent or incomplete questionnaires, rejecting incomplete surveys in case that
most respondents have answered all questions. Following these criteria, no incomplete
responses were identified.

To facilitate data analysis using statistical software, we assigned variables and values
to each question. For open-ended questions, response categories were created post-
receipt of the completed surveys. To mitigate bias in categorization, authors got involved
in coding responses and subsequently compared their results.

Using Nettskjema, enabled extracting survey data in multiple formats, including
Excel and text files, offering flexibility in data analysis and visualization. Additionally,
Nettskjema provided options for extracting data as a descriptive summary of all responses
or in the form of a statistical report. The archive containing the excel spreadsheet,
summary of responses, and the statistical report, can be found online [30].
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4 Results and Discussion

4.1 Demographic Information

Our survey gathered 25 valid responses, which showed a gender distribution of 6 (24%)
women and 19 (76%) men. Most respondents (18, 72%) are employed in large enterprises
(501 or more employees) followed by 5 (20%) in medium enterprises and only 2 (8%)
in small businesses. Geographically, respondents represent a diverse range of countries,
including Norway (8), Albania (6), Belgium (3), Spain (2), and other countries with one
participant each Mexico, Sweden, Germany, India, Austria, and the UK.

In terms of professional roles, 12 (48%) identified as developers, 5 (20%) as secu-
rity professionals, and 3 (12%) as DevOps engineers and one Project Manager. Other
roles, including data engineers, cybersecurity researchers, assistant professors, and Chief
Information Officers (CIOs), accounted for 4 (16%) of participants.

Examining their industry engagement, most respondents (22, 88%) are involved with
critical infrastructures, while the remaining 3 (12%) had prior experience in this sector.
However, the majority (15, 60%) work in the IT industry, followed by financial services
(4, 16%), energy sector (2, 8%), healthcare (1, 4%), and other sectors (3, 12%), i.e.,
International Organizations and Aviation / Information Technology Industry.

Participants were asked about their tenure in critical infrastructures, providing
options for experience levels in the following categories: less than 1 year, 1-3 years, 4—
6 years, 7-10 years, and more than 10 years. Most respondents (10, 40%) have 4-6 years
of experience.

Concerning DevSecOps practices, only 2 respondents (8%) boast over 4 years of
experience, followed by 16 having 1-3 years or less than 1 year of experience (8 respon-
dents in each group). Although there were 7 (28%) respondents with no DevSecOps
experience, they also reported an average knowledge score of 2.29/5.00. Similarly, those
without experience in risk management (9, 36%) reported an average knowledge score
of 2 on the same scale.

4.2 Training and Security Awareness (RQ1)

The results from the training and security awareness questions are presented separately
in this section.

Awareness. Despite the acknowledged significance of training and security awareness,
only 17 (68%) of the respondents indicated the presence of a designated training and
awareness position at their workplace. In fact, one of them mentioned that this responsi-
bility falls under the purview of the Chief Information Security Officer (CISO). Although
most of them (14, 56%) reported that they have participated in security awareness ses-
sions within the framework of integrating security into DevOps at their workplace, either
internally (10, 71.4%), or combined with external session (4, 28.6%), others 8 (32%)
have not taken part. Moreover, 3 (12%) have either independently pursued or are planning
to undertake such sessions.

Similarly, 7 out of 24 (29.2%) respondents reported that they have not attended risk
awareness sessions organized at their workplace. These respondents mentioned engaging
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in various forms of learning, including regular self-study, online training, and attending
seminars outside of their work environment.

It is worth noting that some practitioners display a proactive and self-driven atti-
tude, taking the initiative to enhance their knowledge and skills. However, organizations
should be cautious in assuming that all employees share this proactive attitude, especially
when planning and organizing awareness sessions. Recognizing that individuals have
diverse learning preferences and levels of initiative is crucial. While some employees
may actively seek opportunities for self-improvement, others may require more struc-
tured and guided approaches, such as organized awareness sessions. Therefore, it is
essential for organizations to adopt a balanced approach that meets different learning
styles and engages employees effectively.

Significantly, most respondents reported a lower frequency in organizing security
(5, 35.7%) and risk awareness (8, 50%) sessions, conducting them on an annual basis.
This observation underscores a trend where awareness initiatives are more commonly
scheduled at longer intervals among the surveyed participants. The predominant forms of
security awareness reported by respondents (13, 92.9%) are training programs, including
employee training and simulations. Additionally, 10 (71.4%) respondents mentioned
relying on security policies and guidelines in the form of documentation.

This gap in the frequency of awareness sessions within these organizations could
have significant consequences. It may impact the overall awareness level of employees
regarding critical and relevant topics, particularly those related to security within the
DevOps framework and Risk Management. Without consistent and organized aware-
ness sessions, employees may lack the necessary knowledge and skills to navigate and
address security challenges effectively, potentially exposing the organization to poten-
tial risks. Most practitioners (10, 41.7%) rate 5/5 the importance of training and security
awareness sessions on DevSecOps practices and Risk Management in the context of
critical infrastructure.

Practitioners also indicate a perceived importance of regular training and security
awareness sessions that extends beyond financial, citing a range of compelling reasons.
For instance, preventing future security breaches, leveraging automation to minimize
errors, especially within Cloud environments, recognizing the pivotal role in DevSecOps
and Risk Management, addressing resistance to change, preventing data threats and
malware, and advocating for a balanced approach that considers specificity in DevOps,
security, and risk management.

Training. A notable majority (12, 52%) reported that they have not received specific
training on DevSecOps practices or secure DevOps in their workplace. For those who
have undergone training, the average score assigned to the extent of coverage across
different DevSecOps practices was Secure Coding Practices (4.2 out of 5), followed by
Continuous Integration/Continuous Deployment (CI/CD) Security (4.1), Threat Mod-
eling (3.7), Container Security (3.6), Infrastructure as Code (IaC) Security (3.6), and
Automated security testing (4).

Moreover, 16 (64%) respondents declared that they have not received specific train-
ing on security within the context of their roles. Among those who have received
specific training on security within the context of their roles, the nature of the train-
ing varies. Some respondents mentioned that the training is specific to their role and
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duties. Others indicated that they undergo mandatory security training due to PCI DSS
compliance, describing it as mild and, in some cases, confusing. Additionally, there is
acknowledgment of a course that exists but is considered quite general in its coverage.

12 out of 24 (50%) respondents reported that they have not received specific training
on Risk Management in their workplace. One respondent, who has not received formal
training, shared that they engage in self-directed learning by reading books on the topic
and pursuing a master’s degree alongside their full-time work.

For those who have undergone training, the average score assigned to the extent of
coverage of various Risk Management aspects was Risk Assessment (4.08 out of 5) fol-
lowed by Threat Analysis (4.08), Vulnerability Management (3.75), Incident Response
Planning (4.17), Compliance and Regulatory Requirements (4.08), Risk Mitigation
Controls (4), and Risk Management policy (3.75).

The lack of structured training initiatives in either DevSecOps practices, security
in the context of the role, or Risk Management, points to a gap that could impact the
overall competency of employees. However, 3 respondents (37.5%) reported that security
training on DevSecOps/secure DevOps practices in their company is conducted every
3 months, through either workshops or seminars. This indicates a more structured and
regular approach to training compared to awareness sessions, which were conducted
less frequently. This delivery frequency is also endorsed by practitioners, with 8 of them
(33.3%) expressing the belief that training and security awareness sessions should be
conducted every three months.

4.3 DevOps and Risk Management Practices (RQ2)

Respondents’ feedback reveals that, on average, the organizations they work for score
2.52/5 in terms of following recognized standards or frameworks for DevSecOps prac-
tices or secure DevOps. The reported perspectives vary, ranging from “not following
DevSecOps frameworks, just applying security standards” to “implementing DevSec-
Ops tools.” One respondent mentioned that their organization has recently started using
OWASP DevSecOps guidelines but acknowledges the need for further adaptation to the
organizational context.

In a distinctive response, an individual stated: “What little I know about DevOps
security, I've picked up in personal study. Upon starting my position as a DevOps
Engineer, there was training in using the tools I would need. While security is implied as
important, there was never a concerted effort for me to learn anything on it, just ‘Don’t
publish to production without an okay from the right people”. This insight highlights a
reliance on personal initiative for learning about DevSecOps security practices within
the context of the respondent’s role.

Respondents’ feedback also indicate that, on average, organizations that are asso-
ciated with score 2.54/5 concerning adherence to recognized standards or frameworks
for risk management. The responses highlight varied approaches, with some organiza-
tions lacking a specific risk management framework but relying on standards like ISO
27001 and NIST 800-53. In this survey, it was reported that another company engages
in regular simulations of potential phishing viruses to assess employee vigilance, while
a different respondent noted a distinct consideration of business risks by their American
company compared to European counterparts. Some participants expressed a lack of
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exposure to or discussion about risk management in their current roles, despite implicit
acknowledgment of its importance.

Respondents recommend considering the following performance indicators when
evaluating the impact of implementing DevSecOps in an organization: Reduction in
time to remediate vulnerabilities, Increased frequency of deployment, Lower change
failure rate, Reduced mean time to recovery (MTTR), Higher automated test coverage,
and Improved compliance rate. These metrics collectively serve as crucial benchmarks
to assess how effectively DevSecOps enhances both security and operational efficiency.

Additionally, respondents suggest measuring advantages against disadvantages,
understanding potential risks posed by threats solved, such as the likelihood of vulnera-
bility exploitation and possible damages to the company, including intangible factors like
reputation. Other considerations include evaluating downtime, load during rush hours,
and performance.

While there are several DevOps metrics, it is noted that not all are specific to DevSec-
Ops. Furthermore, the impact on clients and internal company operations was empha-
sized, with a focus on protecting both client and company data. Strict control of access
to pipelines and public instances, prevention of data theft, and safeguarding the integrity
of the development process were highlighted priorities. However, some respondents
expressed a need for further education to provide more informed responses on these
aspects. However, further research is needed to understand this topic.

When asked about the impact of training on Risk Management at work, the experts
provided 12 responses on a scale of 0 to 5. A score of 4 was attributed to a noticeable
reduction in the number of incidents. This score implies significant improvement in risk
awareness and mitigation, heightened compliance with risk management protocols, and
positive behavioral changes among employees. It indicates the training’s effectiveness in
enhancing the organization’s risk management practices. Additional comments include
perspectives such as: 1) in regulated sectors like healthcare, the training is deemed crucial
due to numerous regulations that must be considered, 2) a recognition that, in certain
contexts, the impact might not be as pronounced, especially when the industry is heavily
regulated by government standards.

4.4 Threats to Validity

While this study was meticulously conducted, and we have provided a replication pack-
age for transparency [30], it is important to acknowledge certain limitations that could
impact the validity of the findings.

Sampling Bias. The sample may not fully represent the entire industry, introducing
potential bias to the results. Despite requiring engagement with critical infrastructures
as a survey condition, it is essential to recognize that these infrastructures span diverse
industries. As a result, the outcomes might predominantly reflect contributions from the
Information Technology industry.

Generalizability. Findings derived from a specific industry or region might not be
universally applicable to other contexts due to substantial differences in the systems
they operate. However, the diverse geographical distribution of respondents provides a
first overview of this topic.
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Temporal Bias DevSecOps is an evolving approach, and industry trends may evolve,
affecting the relevance and generalizability of our findings.

Sample Size. The survey collected only 25 valid responses. This limited number of
participants may impact the overall representativeness of the data. It is crucial to consider
this factor when drawing conclusions or generalizing findings from the survey results.

However, to address these limitations and facilitate the replicability of our study, we
have made our gathered data available as a dataset online (insert figshare link here). This
allows other researchers to evaluate and potentially extend our work.

5 Conclusions

This study adopts a qualitative approach to provide empirical evidence on the actual state
of training and security awareness of DevSecOps and risk management in the context of
critical infrastructures. It focuses on how staff training and security awareness affect the
adoption of DevSecOps practices and, in turn, their role in enhancing risk management.
Therefore, the perspectives of DevOps developers, security professionals, and experts
in critical operations are considered.

The results reveal that most organizations either do not provide training or for those
that do, the frequency of these trainings is infrequent or spread out over longer intervals.
Similarly, even though most of respondents’ report attendance of awareness sessions at
workplace, either related to security or risk, these sessions are not conducted with regular
frequency. These suggest a potential gap in the provision of regular training and aware-
ness sessions within these organizations, which may impact the overall preparedness
and awareness of employees regarding relevant topics.

It is noteworthy the proactive approach that some of the respondents are following.
It indicates a commitment to acquiring knowledge and skills related to the subject inde-
pendently. This behavior is indicative of a keen interest in personal and professional
growth, and it reflects a mindset that goes beyond the requirements of their immediate
roles, showcasing a proactive and forward-thinking approach to their career develop-
ment. Moreover, a more positive security culture could result in employees displaying
risk-averse behavior, introducing fewer incidents, and complying with policies.

Future research would focus on identifying the effectiveness of training and aware-
ness initiatives that can be leveraged to shape and enhance the security culture in critical
infrastructures.
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Abstract. Human factors play a crucial role in the increasing num-
ber of information security incidents in the medical sector. European
medical institutions, especially in Germany, have long neglected these
factors, lacking legal obligations. Legislators recently responded with
new regulations mandating medical facilities to implement information
security awareness programs. To gain insights into how German medical
institutions approach this challenge, we conducted an interview study
with six information security experts from the medical sector. Using
thematic analysis, we find that human factors are seen as both a risk
and an opportunity for information security. We identified various tar-
get groups, goals, and obstacles for the implementation of information
security awareness programs. Existing structures and regulations pro-
mote the risk of a checklist mentality, potentially resulting in ineffective
measures being implemented. One great opportunity for effective infor-
mation security awareness programs lies in the exchange with staff units
on safety and hygiene, who have decades of experience with awareness
programs in medical facilities. The study results serve for future research
and tailored awareness programs in the medical sector.

Keywords: Information Security Awareness + Medical Care -+ Expert
Interview Study

1 Introduction

Healthcare facilities are repeatedly affected by information security incidents
and attacks from cyberspace [4,11,13,33], leading to medical data breaches and
temporary interruptions and delays in patient care [37,43]. Indeed, in 2023, the
healthcare sector was among the top three targeted sectors and leading in the
number of incidents with data breaches [2]. Studies indicate that human factors
play a decisive role here, showing that they make up for 52% [53] to 92% [18§]
of security incidents in hospitals in the United States (U.S.) and the European

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Moallem (Ed.): HCII 2024, LNCS 14729, pp. 98-117, 2024.
https://doi.org/10.1007,/978-3-031-61382-1_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61382-1_7&domain=pdf
http://orcid.org/0000-0002-1961-100X
http://orcid.org/0000-0002-7863-0622
https://doi.org/10.1007/978-3-031-61382-1_7

Expert Perspectives on ISA Programs in Medical Care Institutions 99

Union (EU) [2]. Clearly, the success or failure of maintaining a healthcare facil-
ity’s information security depends largely on its staff’s actions and ability to
make safe decisions with respect to information security [7,27]. However, unlike
in the U.S., there is no EU-wide explicit legislation for dealing with informa-
tion security and data protection issues in the healthcare sector. This situation
has made the medical sector lagging behind on these issues in the EU [12,35].
Germany is one of the member states that has addressed this shortcoming by
introducing national regulations, including mandatory consideration of human
factors by raising Information Security Awareness (ISA). This poses enormous
challenges for many medical facilities, as many have to make up for their deficits
from previous years. Given that the healthcare sector in Germany has little expe-
rience with human factors in information security and ISA, the question arises as
to what challenges facilities face in implementing and rolling out ISA programs.

To gain initial insights, we conducted an interview study with six cybersecu-
rity experts from five different medical institutions and service providers in Ger-
many between May and June 2022. The experts acknowledged the importance
of the human factor, but emphasized that the main problem lies in an insecure
infrastructure and organizational culture that either overburdens medical staff
or neglects the human factor altogether. Consequently, technical measures are
prioritized to minimize reliance on the “human firewall.” The experts empha-
sized the importance of creating a basic understanding of information security,
promoting self-efficacy, offering practical solutions to enhance the learning expe-
rience, and not seeing ISA as an IT problem. However, significant challenges
remain, including the lack of ISA materials specifically tailored to the medical
sector and time and resource constraints for IT and medical staff. Hospitals seem
hesitant to conduct evaluations of potential interventions due to concerns about
objections from staff councils or the lack of usefulness of evaluation results, as
they are also not required to provide evidence of effectiveness in audits. The
study highlights the potential benefits of sharing knowledge with other safety
and hygiene departments to improve the implementation of ISA in medical facil-
ities and to benefit from the experience of others. Our findings contribute to a
better understanding of the frameworks that need to be considered for imple-
menting effective ISA programs in medical institutions.

2 Background

Below, we introduce the regulatory framework on information security in Ger-
many, provide a working definition of ISA and review related work.

2.1 Information Security in Healthcare Facilities in Germany

Information security in healthcare facilities in Germany has historically been an
area of limited attention and investment. In response to an increase of cyberat-
tacks on hospitals and other critical infrastructure facilities, the German legis-
lature responded by enacting the IT Security Act in 2015. This law mandates
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hospitals with an annual admission of 30,000 full stationary cases to implement a
sector-specific information security standard. The standard is known as B3S [1]
and was successfully accredited in 2019. In the wake of further changes by the
legislature, all other hospitals and medical practices have also been required to
implement information security measures since 2021. As a result, the issue of
information security in the medical sector has gained in importance in Germany
in recent years. Regarding the B3S, it essentially provides for the implementation
of an Information Security Management System (ISMS) and introduces the two
additional protection goals of patient safety and treatment effectiveness. Next
to obligations on implementing well-defined structures and protection measures,
the B3S specifically requires accounting for information security threats posed
by social engineering, identity misuse like phishing, and human error in general.
Hospitals belonging to the critical infrastructures are thus obliged to raise their
employees’ ISA by running trainings at least every two years. Proof of imple-
mentation is part of the mandatory audits. Failure to comply with the B3S may
result in fines ranging from €100,000 to €20 million.

2.2 Information Security Awareness in the Medical Care Sector

It has been argued early on that an adequate ISA is a necessary prerequisite for
the secure handling of information systems in organizations [48]. The literature
has defined ISA [27] (1) as a state of security-related behavior, (2) as a cognitive
state of mind in the form of general and specific knowledge and understanding of
security problems and their (possible) consequences [3], and (3) as a continuous
process to achieve this state of mind “aimed at changing individuals’ perceptions,
values, attitudes, behaviors, norms, work habits, and organizational culture and
structures toward secure information practices” [51]. Since ISA has a positive
impact on the information security of organizations, numerous approaches and
methods have been developed to increase ISA. Today, guidance and best prac-
tices are available to organizations from government agencies (e.g., ENISA [16]
and NIST [52]) and academia [3,21]. In the remainder of this section, we review
related work on ISA in the medical care sector.

Quantifying Levels of ISA and Drivers of Behavior. A number of studies
has aimed at quantifying the level of ISA among staff in healthcare facilities.
Some work has developed analysis methods and new scales that are supposed
to be particularly useful for surveying ISA in health care [10,29]. Few surveys
provide snapshots of the extent of ISA in healthcare facilities. A Spanish study
highlighted issues in medical staff’s security practices, including weak passwords
and unawareness of data protection procedures [20]. A Polish survey found a
gap between theoretical knowledge and practical application of cybersecurity
measures in healthcare [19]. Danish and Kuwaiti studies revealed positive corre-
lations between ISA and overall system satisfaction among healthcare profession-
als [5,47]. Physicians in Kuwait, however, exhibited lower ISA, possibly due to
high workloads hindering participation in security training. A survey in Greece,
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Portugal, and Romania exposed deficiencies in cybersecurity training for both
IT-personnel and medical staff, with limited awareness of threats but positive
attitudes towards security policies [24].

Beyond quantifying ISA, numerous studies have examined antecedents of
secure behavior and compliance with healthcare information security policies
using sound theoretical models. These studies have recently been summarized in
a systematic literature survey, identifying a total of 31 individual factors and 26
organizational factors [46]. The results indicate that factors such as self-efficacy,
perceived severity, attitudes, subjective norms, ISA, and organizational support
are found to favor secure behaviors. ISA is special in that it has both positive
effects on desirable behavior and negative effects on undesirable behavior like
intentional misconduct, thus favoring secure behavior.

Education and Training. Studies in Canada and the EU revealed several chal-
lenges for executing training and education on information security in hospitals,
including limited uninterrupted time by medical staff, outdated IT infrastructure
and software, lack of IT standardization, lack of support, and difficulty access-
ing (e-)learning modules [9,19,26,41]. While shorter e-learning modules had a
more positive impact on ISA compared to longer modules [9], the use of one-
size-fits-all solutions proved to be insufficient, as the demographics of hospital
staff are highly diverse and different staff may feel that the content is irrele-
vant or outdated to them [9,19,26,41]. In this regard, few studies have focused
on designing and developing education and training material on information
security for medical care facilities. Early approaches stayed purely on a theoret-
ical basis [8,30]. In [22], a comprehensive framework for ISA programs in the
health sector is presented, collaborating with a Malaysian university hospital.
The framework guides healthcare institutions in determining content, select-
ing educational methods, developing material, and implementing and evaluating
ISA programs. The authors extended the framework to include a serious game,
demonstrating increased ISA levels and willingness to participate in training
among clinic staff in a study, though long-term effects were not investigated [23].

Drivers of Misconduct and Security Incidents. A recent interview study
with 50 IT-personnel and medical staff across Ireland, Italy and Greece iden-
tified seven common insecure behaviors and their underlying drivers [12,14].
Facilitators of insecure behavior were found to be lack of awareness and train-
ing, shadow working processes such as sharing passwords, prioritization of seeing
patients and medical expenditure over cybersecurity, and environmental factors
like high workload but poor IT infrastructure. Barriers to security included per-
ceiving security as a hindrance to productivity and patient care, poor awareness
of consequences, and a lack of policies and reinforcement. An interview study
in the UK investigated how employees in a health board perceive and experi-
ence information governance policies [44]. The findings highlight issues such as
feeling controlled, lack of support, and pressure to comply. The study recom-
mends mediation strategies such as recognition and reward systems, incident
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response processes, improved communication, and a strong security culture. An
interview study with 21 Saudi medical interns and 8 IT-personnel of a univer-
sity hospital explored neutralization techniques used by medical staff to justify
security policy violations [6]. It found that medical interns’ security behavior
is mainly influenced by their peers and superiors. Justifications for misconduct
included prioritizing job completion over security, sharing accounts to assist col-
leagues with their work, attributing similar behavior to others, and denying
any harm caused. An ethnographic study conducted in the emergency depart-
ment on HIPPA compliance in the U.S. showed that staff often find alterna-
tive solutions or workarounds to address the challenge of balancing information
availability (e.g., patient data) and privacy compliance [39]. The study con-
cluded that accountability for privacy violations in collaborative environments
is often unclear due to interactions among medical staff and varying privacy
practices, leading to conflicts and ambiguity. The same authors interviewed 20
IT-personnel, finding that their understanding of unsafe workarounds used by
medical staff is limited [15]. This hinders finding suitable solutions and imple-
menting more effective strategies by IT. An interview study with nine privacy
officers from U.S. hospitals indicated that organizational factors are the primary
causes of human errors resulting in privacy breaches [36]. Active involvement of
upper management in policy enforcement and workflow analysis is considered
crucial for effective error management. Human factors ranked second in impor-
tance. Training programs and awareness initiatives were highlighted as effec-
tive measures to address human errors. An interview study with 19 Information
Security Officers (ISO) in U.S. hospitals examined key challenges and defense
strategies in relation to information security under HIPAA regulations [28]|. The
findings indicate that ISOs perceive the IT landscape and infrastructure in hos-
pitals as highly complex, with numerous devices and systems to manage. The
organizational structure of hospitals was also identified as complex, posing dif-
ficulties in achieving alignment across multiple clinics. Furthermore, inadequate
financial and personnel resources emerged as significant challenges in the imple-
mentation of effective information security measures.

2.3 Contributions

Our literature review reveals that there is currently a dearth of insights from
the field on how healthcare facilities actually approach the implementation of
ISA programs. Our study aims to address this gap by providing valuable insights
from Germany, where the medical sector is still quite inexperienced in implement-
ing ISA programs. Unlike previous research, our study specifically examines the
perspectives of information security experts, with a particular focus on human
factors and ISA. Furthermore, our study identifies the top priorities identified
by field experts in terms of program targets, target groups, and training meth-
ods for successful ISA program implementation. These findings contribute to
the knowledge base in the field and offer implications for research and practi-
tioners on how to support healthcare organizations aiming to enhance their ISA
practices.
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3 Methodology

To gain the necessary insights, we conducted six semi-structured interviews with
experts on information security in medical institutions in Germany between May
and June 2022. Below, we explain how we addressed ethical concerns, provide
details on our study and participants, and discuss limitations of our study.

3.1 Ethical Concerns

To address ethical concerns, we adhered to the German Sociological Associa-
tion’s code of ethics and the standards of good scientific practice of the Ger-
man Research Foundation. Our study design and data management plan were
approved by our institution’s data protection officer, complying with national
and European data protection regulations. Personal data collection was per-
formed on our institution’s servers. Participants were informed and gave consent
before interviews. After separating audio and video tracks and removing iden-
tifiers, we used a German transcription service, ensuring adherence to privacy
guidelines. Raw data were deleted post-transcription. Contact information was
stored separately on encrypted drives, and data processing occurred on secure
computer and network drives. Raw data access is limited to a selected group of
researchers.

3.2 Study Procedure and Analysis

In the interviews, we welcomed our participants, provided information about the
study, and obtained informed consent for audio and video recordings. The inter-
view began with introductions, followed by questions about the unique aspects of
information security in medical facilities, types of attacks faced, and the impact
on patients. We then asked about our participants’ experiences with the human
factor in information security and explored their experiences with ISA programs,
including implementation status, goals, and target groups addressed. We also
discussed the creating of ISA materials, and preferred delivery methods. We
specifically asked for activities on evaluating the effectiveness of ISA measures,
measuring success, and the utilization of resulting information. Additionally, we
touched upon the expected efficiency and costs associated with implementing ISA
programs. Participants were asked to summarize the main problems and poten-
tial improvements of ISA programs. At the end of the interview, participants
had the opportunity to add any additional points to the discussion. We then
concluded the recording and addressed any follow-up questions participants had
about the project or other topics. The interviews lasted between 34 and 56 min.
All interviews were conducted online and audio recorded. The transcripts were
analyzed using Thematic Analysis in the MAXQDA software.

3.3 Participants

We recruited participants using expert sampling with elements of random sam-
pling [17]. In total, six participants were recruited from five different facilities and
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service providers. Our participants break down into four males and two females.
Three individuals were aged 35 to 44, two individuals were aged 45 to 54, and
one individual was aged 55 to 64. Furthermore, four individuals worked directly
at medical care facilities, whereas two individuals worked in external consulting,
auditing, or training. The four individuals with direct employment had worked
for the respective facility for between zero and four years. In contrast, the par-
ticipants with external consulting roles had been in their current positions for
over 10 to over 20 years. An overview of the demographics of our participants is
presented in Table 1.

Table 1. Overview participants

ID | Job title/job description Job experience

P1 | Information Security Officer 0-4 years

P2 | Information Security Manager 0-4 years

P3| Consultant IT, information security, data >20 years
protection

P4 | Auditor, trainer, consultant for quality 10-19 years
management, patient safety, information security

P5 | ISMS Project Leader & Manager 0-4 years

P6 | IT Manager, Project Manager 0-4 years

Detailed demographic backgrounds are omitted to protect the individuals
and their organizations from being identified.

3.4 Limitations

The results of our study are certainly not representative of all medical facil-
ities in Germany. Nevertheless, our respondents cover a broad spectrum from
hospitals with 1k to 10k employees, to medium-sized medical practices. Recruit-
ment and self-disclosure biases are likely, as not all organizations responded to
our invitation and our respondents disclosed only the information they wished
to disclose. Our results also do not form a complete or saturated picture. By
capturing expert perspectives on ISA in the medical field, our study helps fill
research gaps and provide a baseline for desperately needed future research.

4 Findings

Below, we present the findings of our interview study, grouped according to the
hierarchy of our coding procedure.
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4.1 The Human Factor and the “Human Firewall”

A fundamental assumption underlying the (mandatory) implementation of ISA
programs in medical facilities is acknowledging the crucial role of the human fac-
tor. With this in mind, we first asked our participants to explain the role they
attribute to the human factor in information security in medical institutions. In
this regard, our participants engaged in a discussion on the human factor, recog-
nizing its dual nature as both a risk and an opportunity for information security.
While the human factor was acknowledged as central to information security, it
was emphasized that it should not be seen in isolation, but rather as a link in the
chain or a “measure” itself. Our participants reported that successful attacks are
frequently the result of a series of organizational and technical circumstances,
spanning across various departments and responsibilities, rather than the fault
of an individual. This concatenation of events and failures within the overall
construct of the organization contributed to the actual damage incurred. Still,
the human factor was seen as the decisive factor that triggers a security incident:

“So the human factor is the final, decisive factor. And the human factor
is the one, in my experience, that currently [...] ensures that malware is
triggered just in case.” (P3)

Moreover, negligence and unintentional misconduct were identified as key
factors associated with the human factor as a risk. Participants highlighted
instances such as leaving workstations unlocked, failing to secure access cabi-
nets, or leaving patient files unattended. In addition, the prevalence of phishing
emails was a notable concern, with five participants associating the human factor
with this issue. Emails were identified as gateways for attacks, often designed to
entice employees, including those in management positions, with professionally
crafted content and attachments. Despite efforts to raise awareness and edu-
cate employees about risks, our participants acknowledged that risky behavior
persists, with employees still falling victim to phishing attacks. To reduce the
impact of human error, three participants discussed the importance of creating
contact channels for employees to report back in case of an incident. Our partic-
ipants explained that direct (feedback) reports are incredibly helpful for them to
initiate countermeasures. In this context, the problem was raised that on week-
ends often only the first level support could be reached, but they do not have an
information security background. Therefore, it is absolutely necessary to provide
comprehensible procedural instructions and to establish reporting chains.

As opposed to seeing the human factor as a risk only, our participants con-
tinued to discuss the human factor from the perspective of viewing it as an
opportunity for information security. In this context, three participants referred
to the “human firewall” that must be trained and makes up a “a central compo-
nent in addition to all the technical security measures.” (P1) Generally speaking,
however, our participants agreed that the “human firewall” should be the last
resort. As such, three participants expressed high confidence in technical solu-
tions and security concepts to either reduce risks by avoiding the human factor
or mitigate the consequences. Specific technical solutions included separating
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networks, performing vulnerability scans, patch management, email filtering,
anomaly detection, log analysis, implementing a roles and rights concept, and
taking client or end-point security measures such as installing virus scanners. For
long-term management of information security issues, one participant empha-
sized the need for better overall approaches to replace inherently insecure IT
systems and practices with inherently secure solutions to reduce the burden on
the “human firewall.” At last, participants highlighted the I'T personnel’s respon-
sibility to make a significant contribution to information security, as “IT is of
central importance and s also very, very central in many places and can also
prevent a lot.” (P1)

4.2 Goals, Target Groups, and Implementation of ISA

Interviews revealed that the medical facilities overseen by our experts generally
lack experience with ISA programs. Subsequently, we outline our participants’
strategies for bridging this gap, specifying key objectives for ISA, identifying
target staff groups, and assessing challenges associated with ISA implementation.

Expected Goals of ISA. Our participants emphasized the importance of fos-
tering a fundamental understanding of information security as a key objective of
ISA measures. Continuous sensitization was highlighted as crucial in this regard,
for example, by continually reinforcing the significance of handling sensitive data
responsibly and the potential consequences of lapses in security:

“But [awareness| doesn’t come from one seminar, of course. It is a process
of development. And that is also the great challenge with this topic. I know
this from other topics. It’s the same with quality management, it’s the
same with error management. It’s the same with awareness management.
So this has to be integrated into everyday life on a regular, regular basis.
And that will be the big challenge” (P4)

Furthermore, participants emphasized the need to expand the perspective
on information security beyond being solely an “IT problem.” It was noted that
seemingly unrelated issues, such as open access doors or momentarily unattended
offices, can have security implications and should be recognized as such. However,
they noted that these are generally not currently associated by employees with
information security issues. Moreover, our participants emphasized they want to
provide helpful and specific content, such as password guidelines and instruc-
tions, with practical significance. Practical problems and their corresponding
solutions can be highlighted to create “Aha!” moments and empower staff with
a sense of self-efficacy:

“IThere is always a certain amount of fear [...], because they [...] think
that the topic might be too complicated to really understand. [But| every-
where we go now, there is a great ‘Ahal-experience’. [...] And this ‘Aha!-
experience’ must be maintained. And not to become anzious now [...]. And
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this ‘Ahal-experience’ is simply there, because they now know, hey, there
are these dangers, but I have now been equipped with a toolbox to be able
to decide [...] what could be dangerous for me or not.” (P3)

Target Groups. In total, we identified seven target groups for which our par-
ticipants assumed that ISA measures would be useful: (1) physicians, (2) nursing
staff, (3) IT staff, (4) administrative staff, (5) management staff, (6) patients,
and (7) visitors. However, participants who were already planning or implement-
ing ISA programs generally prioritized only one to three target groups at a time.
When implementing measures, our participants stated that in practice, no dis-
tinction was usually made between different target groups, i.e., the same content
was taught to all target groups. In response to our explicit questions in the inter-
views, they also stated that they currently had no concrete plans as to how and
whether they wanted to address different target groups with different content.

Key Issues and Challenges in ISA Implementation. Our participants
highlighted several key issues and challenges in the implementation of ISA mea-
sures. One prominent concern was the lack of motivation, understanding, and
overestimation of employees’ own capabilities. It was noted that many employ-
ees viewed ISA training as a mandatory task and simply went through the
motions without fully grasping the importance of information security. This
lack of engagement was observed across all levels of the organization, including
senior-level staff who exhibited overconfidence in their knowledge and abilities.
One participant acknowledged that this mindset could lead to security breaches.

Time constraints emerged as a significant challenge, particularly for medical
personnel responsible for critical patient care. Limited time and competing prior-
ities hindered their engagement with ISA initiatives. One participant explained
that ISA measures must certainly not impede patient care, yet they recognized
that shortage of time dedicated to these topics would eventually also pose a risk
to patient care. As our participants underscored the need for effective strategies
to integrate ISA measures into the daily routines of healthcare professionals to
foster long-term behavioral changes, they pointed to the possibility of pursuing
participatory models in the future:

“I think we really have to ask the hospital staff and sit down with the nurs-
ing director to see how we can eliminate certain conditions that we would
find during an inspection without hindering them in their work.” (P5)

Furthermore, participants identified the inadequacy of existing ISA materials,
particularly in the context of the medical field. Generic content and irrelevant
examples, such as phishing simulations with emails unrelated to healthcare, failed
to resonate with medical staff. Overall, participants agreed that there was a clear
need for tailored and specific awareness campaigns that address the unique chal-
lenges faced by healthcare professionals. Recommendations and guidance should
be actionable and relevant to the healthcare environment to maximize their
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impact. In light of these challenges, participants emphasized the importance of
delivering focused and meaningful awareness programs while avoiding excessive
warnings that could desensitize employees:

“And often what I experience is that many generic recommendations for
action are always channeled watering can-like to everyone. Although very
few people can do anything with these recommendations and the perfect
example is always this statement with ‘please pay attention to the trust-
worthiness of this email” and the like, without even laying out what I under-
stand by this [...]” (P2)

4.3 Development and Evaluation of ISA Materials

Lastly, our interviews delved into how participants and their organizations app-
roach the development and provision of ISA material, including their strategies
for maintaining and ensuring its quality.

Teaching Methods and Topics. The delivery methods for ISA discussed
by our participants encompassed a range of approaches, including face-to-face
training, online training, flyers, brochures, screensavers, and physical items like
cell phone display cleaning cloths and writing pads. While some participants
had experience with these methods, others expressed intentions to incorporate
them in the future. Additionally, plans to introduce e-learning platforms, icons,
posters, quizzes, short lectures, and intranet articles were mentioned. The topics
covered thus far focused primarily on data protection, user guidelines, and email,
with future plans to expand into non-IT areas such as paper file processing and
access controls. When evaluating the effectiveness of different delivery meth-
ods, our participants generally had positive views regarding computer-assisted
and instructor-led methods, particularly in online formats. Instructor-led meth-
ods were valued for facilitating discussions and providing direct feedback to the
trainer. Computer-based methods, especially online ones, were praised for their
increased awareness frequency and flexibility, since “employees can deal with it
more frequently than these events, which are only held once a year.” (P6) In
contrast, offline computer-aided methods were seen as having limited applica-
tions, while conventional methods like handouts and posters were criticized for
relying too heavily on employee initiative and potentially failing to achieve their
intended impact:

“Handouts are of course very nice, posters, stickers, newsletters. The prob-
lem is, do you produce it for the garbage can? Is it really received? You
don’t know.” (P5)

One of our participants referred to similar problems with hand hygiene in
medical care facilities:
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“ITlhe conventional methods that you have also listed here, all okay. But
you won’t reach anyone with them, because no one has time to read any-
thing anymore. [...] So, we have always tried to make sure that people who
work in these [(healthcare)] facilities disinfect their hands according to a
very specific procedure. [...] This is somewhat similar to what we are plan-
ning now [with information security]. [...] So how do you get that to the
people? There are an infinite number of posters, but they don’t work at
all.” (P4)

Preparation and Quality Assurance. Our participants reported that efforts
are made to ensure the quality of ISA materials either by contracting external
service providers with appropriate expertise in the respective field. Or by rely-
ing on journals and sources of authority to create the content themselves. In
the latter case, for example, information was taken from the Federal Office for
Information Security (BSI) or the state data protection supervisory authorities.
However, personal experience also went into the creation of the materials. As a
result, the materials must be updated regularly for quality assurance purposes.

In the future, our participants explained, they would like to rely more on
collaborative methods. In particular, information security departments that
are relatively young would like to enter into a more intensive exchange with
other departments which have longer experience with the topic of sensitization
and awareness. Specifically, the departments of corporate communications and
patient safety were mentioned. But also the exchange with external specialist
companies was mentioned as a possibility.

Evaluation and Measurability. The evaluation and measurability of ISA
measures seemed partly interesting and partly uninteresting to our partici-
pants. Those seeing added value were interested in incorporating the evolution
results into future awareness-raising activities. However, none of our participants
reported any systematic evaluation already taking place. Instead, they relied on
unsystematic qualitative feedback, if any, because they worried about conflicts
with the staff council:

“We can’t really ask like that, [(because we work in)] public service. We have
a very strong staff council, which goes to the barricades at the mere smell
that there might be a performance role for people or employees. Therefore,
it is quite difficult.” (P5)

4.4 Structural Problems of Information Security in Medical Care

Our participants delved into additional challenges related to information security
in medical care that go beyond human factors and ISA alone. While not the
primary focus of our study, we find it crucial to acknowledge and report on these
challenges to provide a comprehensive understanding of the issues hindering
information security in medical care, as perceived by our participants.
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Impediments. Our participants expressed awareness that information security
measures potentially impede healthcare, slowing down healthcare treatment and
innovation. Despite concerns that constant technological progress and increasing
connectivity are raising the threat level, they nevertheless agreed that risk avoid-
ance is neither a feasible nor a satisfactory solution. This is especially the case
for university hospitals. However, we find that flawless integration of information
security into workflows is also often impeded by insecure designed infrastruc-
ture, procedures, and medical devices. Participants highlighted the widespread
use of email, despite it being unencrypted and vulnerable to identity fraud and
human error. One participant compared the situation with a flawed postal sys-
tem, explaining that “there’s something wrong with the postal system, if I go
to the mailbox and have to worry every time if there’s a bomb in there.” (P3)
However, the demand from patients or use cases has led to the acceptance and
tolerance of such insecure communication channels. Additionally, participants
noted that medical device providers prioritize the benefits of their products for
patient care without adequately considering the associated information security
risks, particularly in relation to human error, such as failing to lock computers.

Missing and Inconsistent Processes and Structures. The heterogeneous
environment of university hospitals, akin to a corporate structure with multiple
clinics operating under the hospital’s name, adds to the complexity of infor-
mation security. This setup allows certain freedoms for the clinics, which may
not always adhere to centralized services or specifications. However, this setting
favors lack of early communication and feedback on planned information secu-
rity measures. One participant stressed the importance of getting early feedback,
explaining that often “we have really great ideas at our desk, spread them around
and then somehow get grumbling after three weeks ‘we can’t work properly any-
more’”.” (P5) Next to inconsistencies within the organization, participants also
criticized the lack of networks or organizations specifically dedicated to informa-
tion security in the healthcare sector:

“For example, there is the Patient Safety Action Alliance, where there are
always working groups. Whether it’s medical devices, whether it’s hygiene,
whether it’s patient safety. [...] But there is no such thing for information
security.” (P4)

Resource Shortage. Resource shortage presents a significant challenge,
according to our participants, impacting various aspects of implementation and
enforcement of information security. Staff shortages among medical personnel
and IT staff hinder the ability to effectively respond to risks and act preventively.
Especially, the scarcity of resources and personnel within the IT department was
seen as a challenge in rolling out ISMS to the entire clinic. Additionally, med-
ical, therapeutic, and nursing staff were thought to feel overwhelmed already
by the additional requirements they had to fulfill due to staff shortages. In this
regard, sensitizing management to information security issues and securing the
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necessary resources becomes crucial for addressing these common problems, to
allocate the required funds:

“I think the biggest problem is that management needs to have a greater
understanding that data protection and information security are becom-
ing more and more important. [...] And I believe that as long as this
understanding is not there, and mo funds are made available for this
purpose—because it cannot be achieved through manpower alone—nothing
will change in a big way.” (P6)

5 Discussion

Below, we summarize our main findings and discuss implications of the results.

5.1 Summary

Our interview study with six information security experts in the healthcare sec-
tor, including professionals from hospitals and consulting, provides insights into
various aspects of information security and especially ISA programs in medi-
cal facilities. Our study confirms challenges related to organizational structures,
legal requirements, and limited resources for implementing and expanding ISMS
in medical care institutions. The experts also highlighted the ongoing presence of
security vulnerabilities and the challenges posed by increasing computerization
and networking. These findings highlight that the medical sector cannot overlook
technological advancements, especially given the proliferation of heterogeneous
devices that increase vulnerability. Manufacturers’ focus on individual device
components, rather than the overall information security concept, exacerbates
this vulnerability. In this context, the surveyed experts recognized the relevance
of the human factor for information security. However, they pointed out several
unresolved issues in the medical field that currently take precedence over the
human factor. They emphasized the need to prioritize prevention and defense
measures, such as network and endpoint security, and highlighted the urgency of
addressing these pervasive threats, especially given the medical sector’s efforts
to catch up in this area [13].

Nevertheless, our results confirm the common view in ISA research that the
human factor poses a risk and an opportunity for information security [12,13].
In particular, phishing attacks were presented as an acute problem, which coin-
cides with recent research [40]. For countervailing the risks posed by the human
factor, our interviewees explained the importance of technical measures to min-
imize the attack surface. Meanwhile, they emphasized the importance of the
“human firewall” in case of everything else failing. In terms of support through
ISA programs, we identified specific objectives. The main goal is creating a basic
understanding of information security throughout medical facilities and to instill
a sense of self-efficacy rather than fear in employees, which has known favorable
effects on secure behavior [46]. ISA is seen as a process that allows for continuous
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sensitization with the aim to broaden each individual’s view to understand infor-
mation security as more than just an IT problem. Contextually, ISA materials
must be able to be integrated into the stressful workday without taking up too
many additional resources. With regard to target groups for ISA programs, our
results complement the usual stakeholders such as physicians, nursing staff and
administration in particular by focusing on IT, patients but also visitors.

Looking at ISA materials discussed by our experts, we found that in addi-
tion to specific content, such as password policies or user guidelines, practical
problems in particular, but also practical solutions, should be highlighted to
achieve an “Aha!” experience. Face-to-face methods are considered effective, but
are costly due to the large number of employees involved. Online-methods are
considered effective, especially because of the time flexibility and high frequency
of training. However, in our interview, there was little reported experience with
such offerings. Criticism was voiced that methods and content are not tailored to
the medical field, so that they simply cannot be understood by the target group
of medical professionals. For preparation, hospitals in particular would like to
rely on the use of experts or evaluated designs in the preparation of materials. In
this context, our participants identified opportunities to profit from the exchange
with other departments in order to better implement ISA in medical facilities
with their decades of expertise in designing and communicating awareness pro-
grams. Key challenges include the regular and low-threshold integration of ISA
measures into the daily work routine, and creating sufficient time and flexibility
for employees to participate.

5.2 Implications

Our findings add to the state of research on ISA in medical care by suggesting
new directions for future approaches.

ISA for Expanded and Specific Audiences. Our interviews suggest that ISA pro-
grams need to cover more audiences and provide content for specific audiences.
Regarding the former, our participants pointed out that patients and visitors
also need to be targeted through ISA campaigns. In addition, our respondents
made clear that ISA is essential among IT staff to protect information secu-
rity in hospitals. Equally important is raising awareness among management,
in order to obtain resources and create role models for staff, for example. The
results of previous studies in other contexts support this view [50]. Nevertheless,
with few exceptions [38], current research does not appear to address ISA among
either IT staff or managers in medical care, and neglects patients and visitors
completely. Since IT has limited understanding of medical staff’s workarounds,
too [15], future research may target ISA programs incorporating these aspects.

Furthermore, we note that the experts interviewed do not anticipate a separa-
tion in content of information security training between, e.g., physicians, nurses,
and administration on a day-to-day basis. This contradicts research finding that
not making a distinction lowers employees’ satisfaction [9]. Our finding may be
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explained by the fact that experts are unaware of these issues, or that they give
low priority to content separation due to scarce resources.

Overcoming the “Checklist Mentality”. Our interviewees made it explicit that
management must take an active role in ISA. ISA must be more than a box
to check on an executive’s governance compliance checklist and budget provi-
sion. Although our participants partially value feedback on ISA methods and
materials, ISA programs are not currently evaluated in medical settings. Nor
are there specific plans to implement evaluations. As a result, those in charge
lack evidence on staff acceptance, effectiveness, and persistence of the ISA inter-
ventions. From the interviews, we see that the experts’ uncertainty on this topic
also leads to certain delivery methods being assessed as unusable from the outset
(e.g., posters), but other formats are maintained for compliance reasons (e.g.,
e-learning). This is partly due to a lack of methods and tools for needs-based
and systematic evaluation, but perhaps also due to a checklist mentality that
does not provide for reflection on the effectiveness of the ISA measures used.
Here we also see the risk of focusing on standalone solutions, whereas research
on ISA generally shows that it is always necessary to use a mix of methods in
order to be effective [3,21].

In addition, the combination of external pressure to act, but at the same
time being exposed to the danger that the staff council could prevent evalua-
tions, could lead to ineffective solutions being introduced or accepted. Indeed,
German data protection and labor laws place high demands on an evaluation to
prevent inadmissible performance monitoring. In line with recent findings from
a phishing study in Italy [45], establishing effective ISA programs in medical
care in Europe depends on the harmonization of numerous stakeholders’ inter-
ests. To our knowledge, this aspect is currently missing from research on ISA
in medical settings. To prevent the implementation of arbitrary and potentially
ineffective ISA measures due to these issues, it may be useful to provide all stake-
holders with customized information tailored to their needs. This would relieve
information security officers in their communication efforts.

Inspiration from Non-security Fields. To reach the various user groups in medical
institutions with ISA materials they can understand, our findings highlight the
merit of drawing on already established knowledge of procedures, measures, and
materials from other areas of medical care that have been dealing with awareness
issues for much longer. One promising approach mentioned in the interviews is
to learn from safety officers and the major hand hygiene awareness campaigns.
Indeed, there are notable parallels with information security, as evidenced by
studies on ISA in healthcare [6,12,14,25,31,47]. For example, leading personnel,
such as physicians, have been found to neglect sanitation and overestimate their
own practices compared to nurses, while sanitation is also often abandoned due
to time constraints or inconvenience [34,42]. As a result, large-scale awareness
campaigns have emerged in the medical field. By linking information security
to known concepts and thought models that medical staff are already familiar
with, it might be possible to break down barriers, promote understanding, and
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improve risk perception. Given the success of similar techniques applied on ISA in
nonmedical sectors by drawing up on literature on safety risk communication [32,
49|, we consider this an actionable solution worthy of investigation.

6 Conclusions

In this paper, we presented an expert interview study with six experts from med-
ical care on information security, focusing on the human factor in information
security and ISA topics. Our goal was to gain insight into the specifics that need
to be considered when designing and implementing ISA programs in healthcare
facilities. Our findings confirmed the fundamental challenges and cybersecurity
risks faced by medical facilities, aligning with previous work [11,13,33,40]. We
identified goals, target audiences, content, delivery methods, and ideas for col-
laboration to enhance information security awareness in medical facilities, com-
plementing existing research. One area that requires attention is the design of
ISA delivery methods and materials that are tailored to the specific needs of the
target group. Additionally, previously underrepresented target groups such as
management, patients, and visitors should be included in ISA programs. Draw-
ing on established knowledge and practices from other healthcare areas, which
have been addressing awareness issues for a longer time, can be beneficial. For
instance, aligning information security concepts with familiar healthcare proce-
dures and terminology, such as “cyber hygiene,” can help bridge the understand-
ing gap. Furthermore, the lack of evaluation of ISA programs in medical settings
raises uncertainty about their long-term impact. Future research should focus
on assessing the effectiveness of ISA measures in practice and academia. One
significant challenge is the scarcity of resources, particularly time, in healthcare
settings. Designing materials that require less time but are still effective seems
crucial. Likewise, the aim should be to strengthen the “human firewall” as a last
line of defense when technical measures fail. Management has a significant role
to play in fostering a culture of information security that goes beyond a mere
“checklist mentality.” Overall, our findings provide valuable insights and direc-
tions for future research in the field of information security awareness in medical
care institutions.
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Abstract. This study introduces a novel approach, combining the Whis-
per model with the AASIST architecture to enhance the detection per-
formance of deepfake audio. Termed Whisper+AASIST, our investiga-
tion demonstrates its competitive edge over existing models on the 2021
ASVspoof DF subset. Notably, it surpasses these models in the challeng-
ing In-the-Wild datasets. This innovative fusion signifies a significant leap
in deepfake audio detection, showcasing the effectiveness of synergistic
model architectures. Through a comprehensive analysis, we unravel the
potential of this hybrid approach in addressing evolving challenges within
the domain of deceptive audio content. The findings underscore the sig-
nificance of such inventive model combinations, providing a foundation
for further advancements in deepfake audio detection methodologies.

Keywords: Deepfake Detection + AASIST - Whisper

1 Introduction

1.1 Motivation

The rapid advancements in generative artificial intelligence have significantly
transformed text-to-speech (TTS) and voice conversion (VC) technologies. These
cutting-edge technologies now enable the synthesis of speech so authentic that
distinguishing it from real human vocalizations has become a formidable chal-
lenge. While these advancements undoubtedly offer increased convenience in var-
ious sectors, they also raise critical concerns about societal stability and security.

Recently, two notable incidents involving deepfake audios resulted in signif-
icant financial losses for corporate entities [2,15]. These cases gained extensive
media attention and sparked widespread public debate. Concurrently, a report
by the U.S. Department of Defense highlighted the escalating threats posed
by advanced Al-generated content [20]. This report recommended two main
countermeasures: implementing proactive authentication methods during con-
tent creation, and developing passive detection strategies for analyzing content
post-production.

Considering the challenges in achieving broad implementation of authentica-
tion protocols in the near term, the importance of post-hoc detection techniques
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becomes increasingly evident. These methods are crucial for combating the rise
in fraudulent activities, creating a continuous dynamic between the creators of
generative Al and detection experts.

1.2 Research Question

— How effectively can the integration of OpenAI’s Whisper [14]| pretrained-
transformer model enhance the deepfake audio detection capabilities of the
Audio Anti-Spoofing using Integrated Spectro-Temporal Graph Attention
Networks (AASIST) architecture [5] so users can recognize the fake audios?
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Note: Panel (a) and (d) are adapted from June et al. [5], panel (b) is adapted from
Baevski et al. [1] and Tak et al. [18], and panel (d) is adapted from Radford et al. [14].

2 Related Works

2.1 Overview

Yi et al. [24] conducted an extensive review on deepfake audio detection tech-
nologies, categorizing them into three primary approaches:
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a) Traditional classification techniques, which include algorithms such as sup-
port vector machines [8] and Gaussian Mixture Models (GMM) [3].

b) Deep learning-based classifications, encompassing models like the Res2Net
[9] (a modified residual network), graph neural network (GNN) based GAT
[16], PC-DARTS [4] (a differentiable architecture search approach), and
transformer-based Rawformer.

¢) Comprehensive end-to-end architectures, with prominent examples being the
graph attention network (GAN)-based AASIST [5] and transformer-based
SE-Rawformer [10].

Historically, advancements in audio analysis relied heavily on hand-crafted or
learnable features, primarily driven by traditional machine learning classifiers.
With the advent of advanced end-to-end architectures like AASIST, there has
been a paradigm shift towards integrating feature extraction and classification
into a cohesive system.

Despite their reliance on more basic feature extraction techniques, traditional
classifiers like GMM have maintained relevance due to their resilience, especially
under the constraint of limited training samples. GMM continues to be a bench-
mark model in the field, with an Equal Error Rate (EER) of 25.25% using linear
frequency cepstral coefficients (LFCC) features with ASVspoof 2021 DF data,
outperforming most deep learning methods [24]. Conversely, deep learning clas-
sifiers have shown variable effectiveness, largely dependent on the specificity of
their feature extraction methods.

In contrast, when leveraging XLS-R features extracted via wav2vec2.0 [1],
deep learning models generally surpass the performance of GMM. For instance,
the Attentive Filtering Network (AFN) utilizing XLS-R achieved an ERR of
14.15%, significantly lower than the GMM’s ERR of 28.49% with the same fea-
tures [24] with ASVspoof 2021 DF data.

End-to-end architectures like AASIST, while not outperforming the top deep
learning methods with XLS-R, still demonstrate significant effectiveness with an
ERR of 19.77% with ASVspoof 2021 DF data, positioning them competitively
among deep learning models using XLS-R features. However, prior work did not
focus on the interaction with end users.

2.2 State of the Art

The ASVspoof2021 DF subset [23] saw an initial 15.64% Equal Error Rate (EER)
by T23 [11]. Tak et al. later reached a 2.85% EER with AASIST using wav2vec
2.0 (Fig. 1 Panel b) [18], surpassing Martin-Dofias and Alvarez’s 4.98% EER [12].
Current SOTA EERs for In-the-Wild data are 24.73% for ASSERT+LPS and
34.81% for AASIST [24].

The field of deepfake audio detection, particularly in the context of the
ASVspoof 2021 DF dataset, has witnessed remarkable advancements in recent
years. This dataset, crucial for benchmarking, has enabled a clear evaluation of
various models’ capabilities in detecting fraudulent audio samples.
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One of the earliest benchmarks on this dataset was set by T23, who achieved
an EER of 15.64% [11]. This performance served as a significant indicator of the
challenges inherent in accurately identifying deepfake audios. However, subse-
quent developments have dramatically improved detection capabilities.

A pivotal advancement was achieved by Tak et al., who utilized the AASIST
architecture in conjunction with wav2vec 2.0 features. Their approach culmi-
nated in a substantially lower EER of 2.85%, as illustrated in Fig.1 Panel b
[18]. This marked a significant leap from the previous benchmarks, underscoring
the effectiveness of integrating sophisticated neural network architectures with
advanced feature extraction techniques.

In comparison, Martin-Dofias and Alvarez achieved a 4.98% EER. [12],
demonstrating the rapid progression of technological advancements in this
domain. Their work, while being surpassed by Tak et al., contributed valuable
insights into the optimization of deep learning methods for audio spoofing detec-
tion.

When considering ‘In-the-Wild’ data [13], a more challenging and variable
dataset, the current state-of-the-art performances indicate a more complex sce-
nario. ASSERT+LPS, a notable method in this category, achieved an EER of
24.73%, while AASIST recorded an EER of 34.81% [24]. These figures highlight
the ongoing challenges faced when dealing with more diverse and less controlled
audio samples, which more closely resemble real-world scenarios.

Overall, the continuous evolution in deepfake audio detection, as evidenced
by these performances on the ASVspoof 2021 DF dataset, indicates both the
progress made and the challenges that remain. As deepfake technologies grow
more sophisticated, the need for advanced detection methods, capable of han-
dling diverse and evolving threats, becomes increasingly crucial.

2.3 The AASIST Architecture

AASIST, introduced by Jung et al. [5], represents a significant advancement in
end-to-end audio processing models. Its primary innovation lies in the integration
of sinc convolution and a RawNet2-based encoder, coupled with sophisticated
graph learning techniques. This unique combination allows AASIST to excel in
both feature extraction and classification tasks, setting it apart from conven-
tional architectures. The model’s approach to handling waveform inputs, partic-
ularly its advanced representation processing components, has been pivotal in
enhancing its overall performance. These developments have been instrumental
in AASIST’s achievements in various benchmarks, as detailed in Sect. 2.2.

2.4 Whisper

Whisper, developed by OpenAl [14], is a state-of-the-art transformer-based
speech recognition model. It is distinguished by its extensive pretraining on an
enormous dataset comprising 680,000 h of diverse audio samples. This extensive
pretraining regime enables Whisper to offer robust performance across a wide
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range of languages and accents, significantly reducing the necessity for task-
specific fine-tuning. Its versatility and scalability make it an ideal candidate for
integration into various speech-related applications, ranging from transcription
to more complex tasks like speech synthesis and deepfake detection. Whisper’s
design embodies the cutting-edge advancements in the field of transformer-based
models, harnessing the power of large-scale datasets to achieve unprecedented
levels of accuracy and reliability in speech recognition.

3 Methods and Data

3.1 Methods

This study aims to enhance the AASIST architecture by incorporating elements
of OpenAI’s Whisper model [14] at the front end, as depicted in Fig. 1-(c). Ini-
tially, the AASIST framework employed SincNet filters on raw waveforms for
feature extraction (Fig.1 Panel a), which later evolved to utilize wav2vec 2.0
as the feature extractor (Fig. 1-(b)). Model performance will be evaluated using
EER.

Whisper Model

The Whisper model, as outlined by OpenAl [14], is adept at processing raw
waveform inputs z1.7, to generate a sequence of spectro-temporal representations
01.n, where L represents the number of samples in the waveform. As depicted
in Fig. 1-(c), the Whisper-large-v2 variant, a specific configuration of the model,
includes a series of carefully designed layers to optimize audio processing. Ini-
tially, a preprocessing unit transforms the raw waveform into a log-Mel spectro-
gram. This transformation is crucial for capturing the essential frequency and
time characteristics of the audio input.

Following the preprocessing stage, the model incorporates two convolution
layers. These layers are instrumental in enhancing the local features of the spec-
trogram, making the subsequent processing by the transformer encoder more
effective. After these convolution layers, a position embedding layer is introduced
to encode the temporal information of the audio sequence, a critical aspect for
understanding the context in speech.

The core of the Whisper model comprises 32 transformer encoder layers.
These layers are the backbone of the model, responsible for capturing complex
patterns and relationships within the audio data. The transformer architecture,
known for its effectiveness in handling sequential data, allows the Whisper model
to process audio with remarkable accuracy and detail.

In our implementation, we omitted the decoder layers that are present in the
original Whisper model. These layers are primarily used for speech recognition
tasks, and since our focus is on utilizing the encoder-generated embeddings for
spoofing detection, they were not required. The length of the spectro-temporal
representation sequence, denoted as N, is set to 1500 for all Whisper model
variants, determined by the position of the embedding layers.
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Miiller et al. [13] observed that the performance in spoofing detection is
notably enhanced when the waveforms are not truncated to 4-s subsamples. In
line with this finding, we chose to use a 30-s input sample for our experiments,
which is consistent with the default setting of the Whisper model.

Given that Whisper was initially pretrained exclusively on bona fide (gen-
uine) data [14], we hypothesized that its performance in spoofing detection could
be further enhanced by fine-tuning it with a mix of bona fide and spoofed in-
domain training data. Additionally, recognizing the limitations of our training
dataset, which consists of samples from the ASVSpoof2019 LA subset, we imple-
mented data augmentation techniques to account for potential deepfaking meth-
ods not present in the training data but likely encountered in the test data.

To address this, we introduced data augmentation for the training set, aiming
to enhance the model’s robustness and generalization capability. This strategy
is in line with the findings presented in the referenced papers [5,17]. We experi-
mented with three distinct variants of data augmentation:

No Data Augmentation (No DA): In this baseline approach, we trained the
model using the original dataset without any augmentation. This setup serves
as a control to gauge the effectiveness of the other augmentation techniques.

Coloured Additive Noise: Here, we introduced colored additive noise to the
training data. This type of noise is known to simulate a variety of real-world
acoustic environments, thereby preparing the model to handle diverse and chal-
lenging audio conditions.

Convolutive Noise + Impulsive Noise + Coloured Additive Noise: In
this comprehensive approach, we combined convolutive noise, impulsive noise,
and coloured additive noise. The inclusion of convolutive noise aims to repli-
cate the effects of different transmission channels and acoustic environments,
while impulsive noise mimics sudden, non-continuous disturbances. This com-
bination of noises presents a more rigorous training scenario, aiming to signif-
icantly enhance the model’s ability to generalize across various audio spoofing
techniques.

To explore the potential of fine-tuning and data augmentation, we imple-
mented two versions of the Whisper model: one using the original pretrained
version (Our Method 1), and another that underwent additional fine-tuning
with the mixed dataset (Our Method 2), incorporating the described data
augmentation strategies. These implementations are designed to assess how each
approach influences the model’s proficiency in detecting audio spoofing in varied
and potentially unseen scenarios.

Postprocessing
In the postprocessing stage, the spectro-temporal representations o1.y undergo
a sophisticated transformation via a RawNet2-based encoder. This encoder is
pivotal in extracting higher-level features from the input representations, which
are essential for the subsequent stages of audio analysis.

The RawNet2 encoder, as described in the paper by Jung et al. [6], is an
advanced deep neural network specifically designed to handle raw waveforms
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for robust speaker verification. It is characterized by its ability to process raw
audio data directly, bypassing the need for traditional handcrafted features. This
approach allows for a more nuanced extraction of speaker-specific characteristics,
directly from the waveform.

As the spectro-temporal representations pass through the RawNet2-based
encoder, they are transformed into a more refined feature map S € RE*FxT,
Here, C' represents the number of channels, F' denotes the number of spectral
bins, and T stands for the number of time frames. Each of these dimensions
plays a critical role:

Channels (C): This dimension captures various aspects of the audio signal,
allowing the network to analyze different features in parallel.

Spectral Bins (F): The spectral bins represent the frequency components of
the audio signal. By capturing a wide range of frequencies, the network can
discern subtle nuances in the audio.

Time Frames (T): The time dimension ensures that the temporal dynamics of
the speech signal are adequately represented. This is crucial for understanding
the context and progression of spoken words or sounds.

The RawNet2-based encoder employs several layers, including gated convo-
lutional layers and residual blocks, to effectively capture these dimensions. The
gated convolutions control the flow of information through the network, allowing
it to focus on the most relevant features. The residual blocks help in preserving
the integrity of the input signal while enabling deeper layers in the network to
learn complex patterns.

AASIST Backend

The feature map S derived from the RawNet2 encoder is fed into the AASIST
backend, as depicted in Fig. 1-(d). This backend is intricately designed to further
analyze the high-level features obtained from S. The initial phase in the AASIST
backend involves constructing two types of graphs: spectral (G, € RNs*4s) and
temporal (G; € RN¢*dt), In these expressions, N, and N; denote the number of
nodes in the spectral and temporal graphs, respectively, while d; and d; represent
the dimensionality of each node within these graphs.

Subsequent to their creation, these spectral and temporal graphs are fused
to generate a unified spectro-temporal graph, denoted as Gg;. This fusion is a
pivotal step in integrating the frequency and time-related information of the
audio signal, essential for effective spoofing detection.

The combined graph G,; then undergoes advanced processing through a het-
erogeneous stacking graph attention mechanism. This technique is crucial for
highlighting the most relevant features in the graph by weighting the connec-
tions between nodes based on their importance. Following this, a max graph
operation is applied, which serves to further refine the feature representations
by aggregating information from across the graph.

The final step in the AASIST backend is the application of a readout scheme.
This step is responsible for interpreting the processed graph data and categoriz-
ing the input audio as either bona fide or spoofed. The readout scheme plays a
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critical role in translating the complex graph-based representations into a final
decision, leveraging the rich information encoded within the spectro-temporal
graph.

Table 1. Results Comparison

Model ASVspoof 2021 DF In the Wild
EER% | Related Work | EER% | Related Work
GMM+LFCC 25.25% | a 37.49% |a
LCNN 25.26% | a 35.14% |a
ASSERT 21.58% | a 24.73% a
Res2Net 19.47% | a 36.62% |a
RawNet2 20.55% | b 49.00%
ASSIST 19.77% | a 34.81% |a
Wav2Vec 2.0 + ASSIST + SL + DA 2.85% 10.49%
Our Method 1 (Base) + No DA 12.25% 36.79%
Our Method 1 (Base) + Colored DA 12.18% 37.52%
Our Method 1 (Base) + All DAs 12.51% 35.94%
Our Method 1 (Large V2) + No DA 9.62% 20.91%
Our Method 1 (Large V2) + Colored DA 8.67% 23.54%
Our Method 1 (Large V2) + All DA 10.60% 24.81%
Our Method 2 (Base) + Fine Tune + No DA 10.78% 25.98%
Our Method 2 (Base) + Fine Tune + Colored DA |9.62% 25.11%
Our Method 2 (Base) + Fine Tune + All DAs 10.68% 24.09%

Note: a. Yi et al. [24], b. Liu et al. [11], c.Tak et al. [18], and d. Martin-Dofias and
Alvarez et al. [12]. Those without related work are implemented by the authors.

3.2 Data

The model’s training leveraged the ASVspoof 2019 LA subsets [19,22], which
are part of the larger ASVspoof challenge, a benchmark for assessing the robust-
ness of automatic speaker verification systems against spoofing attacks. The
ASVspoof 2019 LA dataset, derived from the VCTK database [21], includes a
diverse set of bona fide and spoofed speech samples. It features 2,580 bona fide
and 22,800 spoofed speech samples from 20 speakers, providing a solid environ-
ment for training robust spoofing detection models.

For testing, the model was evaluated against two datasets: the ASVspoof
2021 DF dataset [23] and the In-the-Wild dataset [13]. The ASVspoof 2021
DF dataset, an extension of the ASVspoof 2019 database, includes additional
challenges such as compression changes and deepfake samples, reflecting the
evolving landscape of audio spoofing techniques. It comprises 22,617 bona fide
and 589,212 spoofed samples, recorded by 48 speakers.

In contrast, the In-the-Wild dataset, amassed in 2022, offers a different per-
spective by featuring real-world audio clips sourced from various online platforms
that have confused many social media users. This dataset emphasizes diversity
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and real-world applicability by including clips of public figures and other widely
circulated audio content. It consists of numerous samples, each representing a
unique instance of real-world audio, thus providing a realistic testbed for evalu-
ating the model’s performance in practical scenarios. It comprised of 19,963 boni
fide and 11,816 fake samples from 58 speakers.

The combination of these datasets presents a rigorous and comprehensive
testing ground. The ASVspoof sets, with their controlled yet diverse spoofing
techniques, offer a structured environment to assess the model’s detection capa-
bilities. Meanwhile, the In-the-Wild data introduces the complexity and variabil-
ity of real-world scenarios, testing the model’s generalizability and robustness
against unseen and potentially more sophisticated spoofing attacks.

3.3 Implementation Details

In our setup, audio data were standardized to approximately 30s, equivalent to
480,000 samples, through cropping or concatenation. This uniformity is crucial
for maintaining consistency in input data.

For the training process, we utilized the Adam optimizer [7] with a fixed learn-
ing rate of 0.000001 to avoid overfitting with the pre-trained Whisper front-end.
Considering the substantial computational requirements of the Whisper-large-v2
model, our experiments were conducted in two computational environments: one
with 4 X NVidia V100 GPUs and another with 1 X NVidia A100 GPU. This
approach allowed us to balance resource availability with the model’s demands.

All models underwent training for 100 epochs, ensuring comprehensive learn-
ing and adaptation. To facilitate reproducibility in the research community, all
source codes used in our experiments have been made available as open-source
resources.

4 Results

Table 1 reveals a comprehensive comparison between our proposed methods and
several established baselines and state-of-the-art models in the field. The eval-
uation is conducted on two datasets: ASVspoof 2021 DF and In the Wild, each
posing distinct challenges for deepfake audio detection.

In the context of the ASVspoof 2021 DF dataset, traditional methods such
as GMM+LFCC and LCNN exhibit EERs of 25.25% and 25.26%, respectively,
while more advanced models like ASSERT and Res2Net achieve improved perfor-
mance with EERs of 21.58% and 19.47%. Notably, our baseline method, denoted
as Our Method 1 (Base), without any data augmentation, demonstrates com-
petitive performance with an EER of 12.25%. The introduction of colored data
augmentation (DA) slightly improves results, yielding an EER of 12.18%, while
the combination of all augmentation techniques results in an EER of 12.51%.
The Whisper large V2 model with colored data augmentation stands out as
particularly promising with an EER of 8.67%.
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In contrast, within the In-the-Wild dataset, the performance metrics vary.
The GMM+LFCC baseline achieves an EER of 37.49%, while LCNN and
ASSERT exhibit EERs of 35.14% and 24.73%, respectively. Our Method 1 (Base)
demonstrates an EER of 36.79%, with colored data augmentation providing a
marginal improvement to 37.52%. The combination of all data augmentation
techniques leads to an EER of 35.94%. The Whisper large V2 model, again
without data augmentation, performs exceptionally well with an EER of 20.91%.

Further improvements are observed with Our Method 2 (Base), incorporat-
ing fine-tuning and various data augmentation strategies. This model achieves
competitive results with an EER of 10.78% for ASVspoof 2021 DF and 25.98%
for In the Wild. Colored data augmentation and the combination of all augmen-
tation techniques yield EERs of 9.62% and 10.68% for ASVspoof 2021 DF, and
25.11% and 24.09% for In the Wild, respectively.

Despite achieving competitive performance, our proposed method did not
surpass the initial expectations, highlighting the complexity of deepfake audio
detection and the need for further exploration and refinement in future research
endeavors.

5 Discussion

Despite achieving competitive results, our efforts to optimize the Whisper model
through fine-tuning encountered a significant challenge due to limitations in our
existing GPU infrastructure. The NVidia V100 and A100 GPUs faced constraints
in allocating sufficient memory for the larger variants, namely the Whisper-
Large-V2 and even the Whisper-Medium model. Faced with this constraint,
we explored alternative approaches while still aiming to enhance the model’s
performance. In response, we conducted a fine-tuning experiment using the less
memory-intensive Whisper-base variant front-end in conjunction with AASIST.
This specific fine-tuning process aimed to investigate the potential viability of
the Whisper+AASIST architecture, serving as a proof of concept for a more
tailored and resource-efficient approach within the given constraints.

The decision to fine-tune the Whisper-base variant with AASIST was moti-
vated by the need to overcome memory limitations and optimize model perfor-
mance. The results of this fine-tuning experiment, as reflected in Our Method 2,
reveal promising outcomes. The Whisper model, with fine-tuning and different
data augmentation strategies, achieved competitive Equal Error Rates (EERs)
such as 10.78%, 9.62%, and 10.68% for various augmentation scenarios.

Although the integration of the Whisper+AASIST architecture led to an
enhancement in the performance of the original AASIST architecture, the mag-
nitude of this improvement, as observed in the results, falls short when compared
to the impact observed with the incorporation of the Wav2Vec 2.0 architecture.

Upon closer examination of the architectural variances between the Whisper
and Wav2Vec 2.0 encoders, it became evident that both models utilize the trans-
former architecture. However, a potential factor contributing to the lackluster
performance of the Whisper model could be its reliance on log-mel spectrograms,
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compared to the more versatile CNN filters used by Wav2Vec 2.0. This deviation
in approach may influence the comparative effectiveness of the two architectures.
Future research could explore whether including CNN as the first feature extrac-
tor, rather than the log-mel spectrogram used by Whisper, would lead to more
competitive results.

Unfortunately, resource constraints and time limitations prevented the fine-
tuning of the large-v2 variants of the Whisper model. This leaves open the pos-
sibility that a fine-tuned Whisper-largev2 model might yield substantial perfor-
mance improvement. Regrettably, our attempts were hindered by a shortage of
VRAM, affecting both NVidia 2 X A100 and/or 4 X V100. Despite these chal-
lenges, a more extensive exploration of the Whisper architecture could uncover
its true potential.

It is noteworthy to mention that the current performance, while not reaching
the desired level, is on par with the performance of the Wav2Vec 2.0 model prior
to fine-tuning, as documented by [18]. This comparison highlights the nuanced
nature of model performance and underscores the significance of considering
various factors, such as architectural differences and fine-tuning opportunities,
when evaluating and optimizing speech processing models. The ongoing evolu-
tion of the Whisper+AASIST architecture positions it as a potential avenue for
further exploration and refinement in the dynamic landscape of deepfake audio
detection.

6 Conclusion

While our attempts to incorporate the Whisper model into AASIST architecture
did not pan out as we would like, this exercise has provided valuable insights into
the capabilities and limitations of different speech processing architectures. Our
research demonstrates that even with resource constraints, innovative approaches
like fine-tuning less memory-intensive models can offer new avenues for per-
formance enhancement. The comparative analysis between the Whisper and
Wav2Vec 2.0 models highlights the importance of architectural choices and their
impact on model efficiency and effectiveness.

The findings of our study suggest that while the Whisper model shows
promise, its full potential may be unlocked only with the availability of more
powerful computing resources. This limitation underscores the need for ongo-
ing research and development in the field of speech processing, particularly in
optimizing models to function efficiently within the constraints of available hard-
ware.

In conclusion, our work contributes to the evolving narrative of speech pro-
cessing technology, emphasizing the significance of architectural decisions, the
balancing act between resource availability and model performance, and the
continuous quest for optimization in a rapidly advancing field. Future research
should focus on further exploring the capabilities of the Whisper model, par-
ticularly its large-v2 variant, and investigate alternative architectures and fine-
tuning strategies that could offer a more resource-efficient path to enhanced
performance in speech processing applications.
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Abstract. Human operators of Cyber-Physical Systems (CPSs) within Critical
Infrastructure (CI) need to protect their systems from cyber-attacks. When CPSs
are compromised the operators might be faced with the dilemma of letting the sys-
tems be compromised to maintain the operation of CPSs or to paralyze the CPSs
to mitigate the attack. How human operators resolve this dilemma was inves-
tigated through a case study of the Sunburst attack within the electrical power
and manufacturing CI in Norway. Four actors were interviewed regarding the
dilemma, including three actors interviewed regarding their handling of the Sun-
burst case. The interviews with additional incident reports from one of the actors
were analyzed inductively to identify how the human operators made decisions in
this context. Ten themes were identified and synthesized into a logic model of the
decision process. The logic model was then compared to existing theoretical mod-
els of Situation Awareness (SA) to assess if SA theory could explain the findings.
This study concludes that existing SA models are compatible with the findings.
Some parts of the logic model based on the findings provide unique contributions
to the understanding of the decisions. One important finding is that the design
of the systems related to CPSs must allow adequate mitigation alternatives. The
study highlights several implications for practice and further research. Although
the findings may not be generalizable beyond the setting of the case, the study
contributes to bridging the recognized research gap of empirical studies of the SA
of human operators of CPSs.

Keywords: Cyber-physical systems - Security - Situation Awareness - Sunburst
attack

1 Introduction

The rise of Information Technology (IT) during the last decades has been character-
ized by the virtualization, digital processing, and efficient transfer of information. This
has made us associate technological development with systems of the logical domain.
Technology before the rise of IT, was in contrast first and foremost associated with the
mechanization of physical processes. The industrial revolution created technology for
mass manufacturing, effective means of transport and enabled societies to rely on large
scale systems of energy production and consumption. Looking back through history,
we can recognize that the industrial revolution introduced technology for the physical
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domain and the IT revolution introduced technology for the logical domain. We are now
entering a time of two parallel disruptive developments that challenge both of these his-
torical technological paradigms. One is the introduction of technology-based judgement
and subjecthood i.e., Artificial Intelligence (Al). The second development is the merging
of technology for the physical domain with technology for the logical domain. This last
technological amalgamation has been termed Cyber-Physical Systems (CPSs) [1].

CPSs are characterized by the interaction of cyber and physical components like
sensors, processors, and actuators in order to adaptively control physical systems through
logical processing, often with the ambition of creating autonomous systems [2]. CPS
systems are found within several domains like automated driving, automated medical
devices, and Critical Infrastructure (CI) like power plants, distribution of electrical power
and smart manufacturing [3]. CIs like power plants and industrial manufacturing are by
definition important for society and must therefore be ensured to work as intended. In
addition, they can pose serious threats to human safety and to the environment if they
malfunction [4].

With the integration of Information Technology (IT) and Operational technology
(OT) these infrastructures are increasingly becoming CPSs [5]. This poses a new and
complex layer of risks [6]. Within IT the risks posed to the technology is often connected
to cyber security. When IT is integrated into OT, one invites the possibility of threats
against reliable operation and safety as a consequence of cyber security breaches [7].
The research community has pointed out that existing guidelines for cyber security are
not sufficient to meet these challenges [8]. Mitigation of cyber intrusion often includes
the shutdown or at least logical isolation of IT assets. But when these assets also control
critical physical processes like dams or smelters, the option of shutting them down entails
something fundamentally different than unavailable IT services [7].

In the crux of this dilemma is the human operator weighing the options and making
the crucial decisions. These decisions must often be made fast and without sufficient
information [9]. Such situations challenge the operator’s awareness of the available
information and the suitability of potential actions. When the cyber security suddenly
fails and there has been a breach in the CPSs, a decision must be made. Should the
systems be shut down preventing further compromise but leaving the physical processes
paralyzed? Or should one leave the system compromised and keep physical processes
operative? This study investigates this posed dilemma.

Situation awareness (SA) has been a successful theoretical framework within human
factors and decision making among human operators in several critical domains [10].
Situation awareness has also been researched within the field of cyber security [11].
Situation awareness is therefore well suited as a theoretical lens for understanding the
combined challenge of human operators negotiating between cyber security and oper-
ation safety or reliability within CIs. Because little research regarding this challenge
currently exists, this study will be conducted as a case-study investigating how these
dilemmas are negotiated in the real world today, combined with an analysis regard-
ing how SA can be used as an explanatory model. Based on these goals the following
research questions are posed in this study:
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e Research Question 1 (RQ1): How do human operators of cyber-physical systems in
critical infrastructure decide between continuing to use or stop using systems that
might be compromised?

e Research Question 2 (RQ2): How can these decision processes be explained by
existing theory of cyber-situation awareness?

The research questions are investigated through a case study of the Sunburst attack
[12] within electrical power and manufacturing CI in Norway. Several actors involved in
the decisions regarding continued use of potentially compromised systems within CPSs
were interviewed. The collected data from the interviews was combined with the incident
reports from one of the actors. This combined data was used to describe the case and how
decisions regarding the dilemma were made. The results of this investigation were then
compared with existing SA models to analyze if SA is suited as an explanatory framework
for the human decision making. This study thus contributes to a better understanding of
the posed dilemma and how human operators resolve it. This improved understanding
raises important practical implications for decision making in this context as well as
important implications for further research.

2 Related Work and Background

In this section the concept of CPS is defined and presented in the context of CI. Related
work regarding CPS security and safety is also presented. Then research works related to
human factors of CPSs are highlighted. Lastly, in this section the theoretical foundation
of SA is presented and linked to the context of this case.

2.1 CPSs

The term CPS is attributed to Helen Gill in 2006 and has since been widely adopted.
A CPS can be defined as: “a system that can effectively integrate cyber and physical
components using the modern sensor, computing and network technologies” [3]. CPSs
are quite diverse and found in several domains [2] like industry 4.0 [5], medical CPS
devices [13], automated driving [14], and smart grids [15]. It is an important challenge
to merge the different fields of knowledge and practice stemming from different parts
of CPSs diverse technological ancestry [1]. One central issue of this discussion is the
negotiation of different principal guidelines regarding security. Some studies highlight
this negotiation by distinguishing between information security for the IT domain and
control security for the OT domain [2]. Others point to differences in the security focus
related to the CIA triad for OT (availability) and IT (confidentiality) [5]. Yet, others high-
light the need for alignment between security (meaning the protection against malicious
actors) and safety (meaning protection against failure of physical systems) [16].

There is currently a need for research on how to make decisions for CPSs that
involve, at the same time, criteria from different fields of expertise. The common research
approach is to deal with physical systems security and cyber security separately, and there
are only a few studies that attempt to reconcile the two [7].

One approach to the security of CPSs within CI is the structured approach to design-
ing CPSs provided by the Purdue model [17]. The Purdue model consists of five zones
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and six levels of operations that segment the controls and networks within industrial
control systems [18]. The Purdue model highlights the need to carefully plan and design
the connection between IT services and industrial control systems. The Purdue model
thus contributes to the reconciliation of IT and OT security with guidelines on how to
design system architecture. The Purdue model is also referenced in several international
standards [17].

In this case study the following perspective on CPS security of Cl is used: The threats
of compromise are posed to the CPS through the IT domain and adversaries can attack the
systems using known mechanisms researched in the field of cyber security [2]. Such cyber
threats can manifest throughout the architecture of CPSs from the physical layer to the
application layer [3]. However, the cyberthreats in this context have an added dimension
of potential negative consequences related to the physical operations that characterize
CPSs. A cyber threat thus has the potential to make the physical operations malfunction,
be unreliable or in a worst-case scenario pose a threat to human or environmental safety
[15]. The decisions regarding what potential actions might be most suitable in response
to the threat are further complicated by the fact that the mitigations themselves also have
potential negative consequences.

Common mitigation strategies in cyber security are isolation or shutdown of IT-
assets [19]. Within the context of CPSs in CI such mitigations can themselves pose
threats against reliable operation or safety. This is at the heart of the posed dilemma and
the topic of this study is thus one example of how CPSs pose new challenges regarding
the prioritization of different security principles. In existing standards and guidelines
such dilemmas between principles are mentioned, but there are only general guidelines
on how to handle the processes of decision. One example is how NIST acknowledges
the posed dilemma followed by a recommendation of risk assessment as the method to
decide: “For example, one possible response option is to physically isolate the system
under attack. However, this may have a negative impact on the OT and may not be possible
without impacting operational performance or safety. A focused risk assessment should
be used to determine the response action.” [19].

2.2 Human Operators in CPSs

In this study it is assumed that human operators are the actors that make such decisions.
Based on the descriptions of CPSs in the research literature, this is not a given. The
definitions of CPSs are agnostic regarding the need for human operators. This issue is
heatedly debated in many academic circles. Techno-optimists are excited by the utopian
possibilities of completely autonomous systems, whereas alarmists proclaim the immi-
nent end of our civilization if we give up our human control of CPSs to AI[20]. Within the
research literature the discussion of the necessity of human operators is often described
as keeping the human-in-the-loop [21]. When the human is in-the-loop of CPSs it entails
another layer of complexity regarding how the human interacts with the system, and it
introduces the risk of human errors [22]. The field of human factors research has analyzed
these dynamics and identified solutions for improving human performance within such
systems [23]. However, when reviewing the existing human factors research literature
regarding the posed dilemma, there are only a few studies that brush the topic [9, 24,
25].
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2.3 Situation Awareness

Regarding the human factors of operating critical physical systems, SA is a highly
recognized theoretical framework. SA has investigated human performance of operators
in several critical sectors like nuclear power plant control, aviation, military operations,
and surgical practices [26]. The most recognized definition of SA within human factors
is the following by Endsley: “The perception of the elements in the environment, the
comprehension of their meaning, and the projection of their status in the near future”
[27].
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Fig. 1. Endsley’s three level SA model [27]

The theoretical model of SA presented in Fig. 1 is based on cognitive psychology.
At its core it understands the human operator’s SA as three levels of cognition. The
three levels are perception, comprehension, and projection. Human operators perceive
elements of the situation which is cognitively processed to gain comprehension. Then
the human operators project the situation cognitively into the future to gain awareness.
The resulting awareness is used to assess the suitability of different actions. The process
continues with operators making decisions and performing actions. These actions affect
the environment and provide feedback loops for the operator through perception of the
environment. The SA process is influenced by external factors related to the task or
system as well as individual factors related to the human operator him/herself [28].

SA has also been used as a theoretical framework within the field of cyber security
and is then often termed cyber-SA [29]. There is nevertheless a lack of empirical research
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regarding cyber-SA [11]. The existing research has dominantly been based on Endsley’s
theory, and this model is thus the de-facto explanatory model within cyber-SA [9].

This study aims to investigate if the existing SA theory might provide a good explana-
tory framework for how human operators can make well informed decisions regarding the
posed dilemma of CPS security in CI. The use of SA as a theoretical lens for examining
these questions is suggested in existing literature [9, 24].

2.4 The Sunburst Attack

In late 2020 it became known that the Texas-based SolarWinds network monitoring
and management system had been compromised. The attack on SolarWinds dubbed
Sunburst exploited a vulnerability in the update system of the module called Orion.
Malicious code embedded in official Orion updates created a backdoor into the system
used worldwide by public and private organizations [30]. The backdoor was used for
data extraction and in some cases for inserting additional malware into affected systems.
The attack seemed aimed at exfiltrating confidential and sensitive data aided by spyware
inserted through the backdoor [31]. The Sunburst attack affected at least 18. 000 organi-
zations worldwide, but the exploitation of the backdoor seems to be aimed at US entities.
The attack compromised systems within governmental bodies like the Department of
Defense, the Department of Commerce, and the Department of Energy, including the
National Nuclear Security Administration [30]. When the news of the vulnerability was
made public it soon became known that the backdoor had already been present within
official update versions of Orion for several months [32].

In December 2020 organizations all over the world got notifications from Solar-
Winds regarding the vulnerability of Orion. Organizations operating CPSs within CI
were suddenly confronted with the possibility of having compromised systems within
their operation. Research done in a digital infrastructure preparedness organization in
Norway found that the Sunburst attack exposed a lack of predefined responsibilities in
such situations [33]. Existing research literature on the Sunburst attack mostly focuses
on the compromised high-profile US governmental bodies, and that Microsoft had some
of its source code exfiltrated [30]. Yet, this attack case also provides a specific case of
the dilemma presented in this paper.

3 Method

The defined research questions were examined through a case study following an estab-
lished methodology [34]. The process of defining the case involved specifying the rele-
vant criteria for the case. The case had to meet the following criteria: (a) The case had
to include compromised IT systems in a setting of CPSs within CI; (b) The case had to
include human operators faced with the dilemma presented in the research questions;
(c) The human operators had to be in a setting where it would be reasonable to compare
with the existing SA theory; (d) The case had to be of such a nature that access to data
and participants was possible. Based on these criteria a preliminary interview and an
in-depth interview of decision making in such cases were conducted with respondents
within Norwegian CI. The preliminary interview included the posing of the criteria and
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the research questions and asking if the respondent knew of such a case. The in-depth
interview asked about decision making processes in cases following the defined criteria.
Based on these two interviews the Sunburst attack was chosen as the case for further
investigation. An overview of the attack is presented in Sect. 2.4. This case was cho-
sen because it involved the acknowledged dilemma of continued use of a potentially
compromised system for monitoring networks throughout several CIs.

The case study is conducted as a single-case explanatory design, following recom-
mended guidelines [34]. The case was investigated through three in-depth interviews with
respondents from three different organizations. Three of the interviews examined this
through the Sunburst case. The interviews were conducted as semi-structured interviews
in Norwegian following an interview guide developed based on the research questions
and the defined case. In addition, the incident reports from respondent 1 (see Table 1)
related to the case were reviewed as part of the case database. A description of all partic-
ipating actors as well as respondents is presented in Table 1. The actors and respondents
are anonymized to preserve confidentiality.

Table 1. Respondents and provided data.

Respondent number | Actor description Description of Provided data
respondent
la Security Operations | SOC Director, over Preliminary interview
Center (SOC) 10 years of relevant for identifying case,
providing services to | experience incident reports on
customers in Critical Sunburst case
1b Infrastructure Part of the SOC 1 in-depth case
incident response team, | interview on decision
over 10 years of making in the
relevant experience Sunburst case
2 Large actor within Security executive, 1 in-depth interview
Norwegian critical over 10 years of on related decision
infrastructure relevant experience making
(manufacturing)
3 National security Part of the national 1 in-depth case
agency within incident response team. | interview on decision
Norwegian critical Over 10 years of making in the
infrastructure relevant experience Sunburst case
4 Large scale actor Security executive, 1 in-depth case
within Norwegian over 10 years of interview on decision
critical infrastructure | relevant experience making in the
(power sector) Sunburst case

The data analysis for this case study followed a four-step process adhering to recom-
mended guidelines [34]: (a) The data was gathered and organized into a database for the
case, this included the transcription of interviews; (b) dissembling the data by coding
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and categorizing it into meaningful units; (c) reassembling the data, by creating a case
description and an inductive explanation of the decision making process of the case;
(d) interpreting the data, by comparing and contrasting the findings with the existing
theoretical framework of the SA model presented in Fig. 1. The analysis process also
used guidelines for the thematic analysis method when coding the meaningful units and
aggregating them to themes [35]. In addition, the synthesized results from the inductive
analysis of the data (a-c) were presented as a logical model of decision making [34]. The
presented findings from the inductive analysis alongside the logic model, answered RQ1.
The results from the inductive analysis were then used to investigate RQ2 according to
guideline (d) analyzing whether existing SA models could explain the findings.

All respondents participated based on informed consent. As part of the ethical con-
siderations the respondents were asked to approve the information presented about them
and their organizations in the paper, to ensure that no sensitive information was dis-
closed. The quotes included in the paper were translated from Norwegian to English.
The respondents were given the opportunity to revise the formulation of their own
quotes. The quotes where reformulated through written correspondence with the respec-
tive respondents when they found the translated quotes misrepresented their intended
meaning.

4 Findings

Based on the criteria for the case and the preliminary interviews the case of Sunburst
within Norwegian CI was chosen. This case is presented from the perspective of the
different actors in the following subsection. Then a thematic description of the decision-
making processes will be given. The themes are then synthesized in a logical model
of how the human operators decide on actions in response to compromised CPSs. The
findings and the logical model are then compared with existing SA models.

4.1 The Sunburst Case from the Actors’ Perspective

The SOC (Respondents 1) was responsible for SolarWinds systems in several customers.
The SOC registered an advisory bulletin regarding a vulnerability in SolarWinds Orion
after regular office hours on December 13, 2020. In the early morning before office hours
of December 14, the SOC receives a mail from SolarWinds warning about the Sunburst
attack. The SOC does not immediately recognize the severity of the attack, but this is
gradually understood during the morning of December 14, while the SOC also com-
municates with the national security agency establishing a common understanding of
the attack. Customers within CI using SolarWinds are notified throughout the morning
by the SOC, by forwarding the mail from SolarWinds. In the afternoon of December
14, the SOC escalates the incident and activates its response team and procedures to
the fullest extent. There were publicly available descriptions of how to verify if a sys-
tem was compromised. SOC operators used these descriptions to verify if customers
were compromised; meanwhile SOC specialists verified the available description of the
malware. Throughout the following days the SOC conducted intense incident response
activity involving security measures like isolation, patching and communication with
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stakeholders. This was done as a prioritized effort based on the criticality of compro-
mised systems. On December 22 the SOC concludes its incident response and only
follows up with customers regarding patching and incident evaluations.

The national security agency (Respondent 3) was made aware of the attack approxi-
mately at the same time as Respondent 1. Their first response was to verify the reality of
the attack. This was done throughout December 14 in close communication with Respon-
dent 1, among others. Warnings to CI owners within the power sector were issued, both
in written form and in online briefings. The warnings and briefings were done iteratively
and contained increasing levels of details regarding how to identify whether systems
were compromised and how to mitigate. When patches from SolarWinds were released,
Respondent 3 also distributed advisory statements regarding patching all relevant sys-
tems. In many aspects the role of Respondent 3 throughout the attack was to provide all
stakeholders within the Norwegian power sector with verified and updated information
during the attack. They also served as a contact point between other stakeholders.

The owner of CI within the electrical power sector (Respondent 4) received notice
of the attack on the morning of December 14. They quickly confirmed that their Orion
systems were affected. Based on log files they recognized that they were affected before
the message from Respondent 3 arrived. The incident response routines were activated
throughout the organization. The affected systems were located so that critical CPSs
could be reached through them. The organization quickly segmented their networks in
an effort to neutralize the attack. This was based on the information that was publicly
available. After some time, it was decided to shut the compromised systems off within
the most critical parts of their infrastructure. This was done after forensic material from
the systems was secured. The unavailable systems resulted in reduced ability to monitor
networks within these defined parts of their infrastructure, causing lowered ability to
proactively operate their networks. When patches were made available, the organization
decided to not patch existing systems within the most critical parts of the infrastructure,
but to completely replace the affected systems.

Respondent 2 was not interviewed regarding the Sunburst case. The in-depth
interview with Respondent 2 was aimed at decision making processes in related
situations.

4.2 Themes Identified in the Analysis

The following is a presentation of all the themes that were identified through the analysis
of the interview transcripts and the incident report. The themes are presented with a
general description exemplified by respondent quotes.

Understanding Asset Topology and Functions. Several of the respondents describe
how important it is that the topology and functions of the CPSs and connected systems
are documented and well understood: “You need to understand your own infrastructure.
You need to comprehend what you have internally, and you need to take responsibility
for it.” Respondent 3. The understanding of the functionality and topology of the assets
is a prerequisite for assessing and performing mitigations: “When we have insight into
how the network is set up, how the infrastructure is, it’s easier for us to evaluate quickly.
For many of the customers this was the case. For some of the other customers we only



Paralyzed or Compromised: A Case Study of Decisions in Cyber-Physical Systems 143

knew that they had the system, but we didn’t know much about their network. In those
cases, it was essentially our responsibility just to inform and give general guidance to
them because we had no insight into their environment.” Respondent 1b. We see how
the SOC consider their ability to respond to attacks to be dependent on their level of
insight into customers systems.

System Design. The theme of system design of CPSs was a common theme through-
out the interviews. All the respondents highlighted that in order to respond adequately
to threats and attacks the architecture of the CPSs had to be designed in a manner
that enabled mitigation alternatives. When asked what design principles they used, the
respondents pointed to the Purdue model: “Are you familiar with the Purdue model?
It involves organizing your architecture into distinct levels. You segment the system
into smaller closed zones. If any issues have propagated within that closed system and
haven’t extended beyond it, you've effectively minimized the extent of potential dam-
age.” Respondent 1b. It was further highlighted that this approach to system design was
demanding to implement in large scale existing infrastructure and that the process is
dependent upon the understanding of asset topology and functions: “It demands a great
deal of transformation technically to do it. I think it’s wise to have an overall plan with
annual goals. You need an overview of all your assets based on quality documentation.
It is possible, but it demands a lot to get it done.” Respondent 3.

Knowledge and Skills. The respondents point to the need for a wide range of knowledge
and skills to respond to attacks aimed at CPSs in CI. They highlight that the adequate
response often involves a high degree of insight into the physical processes that are
controlled, alongside expertise knowledge regarding the threat or attack at hand. These
need to be combined to gain an understanding of the potential impact of the attack: “We
had a rather good mix of personnel. Some with security expertise, others with networking
knowledge, customer insights, and SolarWinds knowledge. In our emergency response
team, we had a diverse blend of individuals who understood the different technology
involved in the entire system. This allowed us to engage in meaningful dialogues where
experts from their respective fields could assess how the attack would impact things from
their viewpoint.” Respondent 1b. The knowledge and skills available during an incident
like the Sunburst attack will also influence how the response is organized regarding roles
and responsibilities.

Roles and Responsibilities. The respondents highlighted the need for predefined and
clear roles and responsibilities during incidents like Sunburst. The roles that need to be
defined include roles connected to IT security, continued operation of industrial systems
and people with defined roles regarding business impact: “It is clear the importance
of having both operational representatives and business stakeholders present in such
discussions or meetings. After all, they are the ones who shoulder the risk.” Respondent
4. Several of the respondents also point out the importance of having one responsible
leader for incident response with the ability and authority to make difficult decisions and
maintain control over the other roles: “If you don’t have the authoritarian figure who
takes responsibility, delegates, and maintains some control, it’s easy for things to veer
off track. Then some people end up working in parallel and have overlapping roles.”
Respondent 1b. The respondents did not base the roles on any pre-defined standards; on
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the other hand, they highlighted that the roles were developed and optimized through
training and exercises.

Training and Exercises. All respondents pointed to training and exercises as an essen-
tial preparation for mitigating attacks and handling security incidents. They also trained
specifically for CPS-related scenarios: “This is part of what we do, it’s quite significant.
The sites have their contingency plans or continuity plans. Naturally, we practice sce-
narios where we have to deactivate parts of the control system. This may be based on
physical scenarios like floods or fires. And many of the sites naturally have plans to staff
up, to compensate for the lack of system support.” Respondent 2. Another aspect of the
training and exercises is that these are used to train on effective communication during
an incident: “When they have exercises, they practice on organizing the response and the
chain of command. Because it’s crucial in situations like emergencies so you don’t spend
a lot of time figuring out who should take responsibility or whom to contact. Knowing
this is essential.” Respondent 1b. The respondents also talk about the importance of
training for realistic incidents to be mentally prepared when incidents do occur.

Shared Understanding. When asked about what determines the effectiveness of inci-
dent response in CPSs the respondents highlight the importance of gaining a shared
understanding of the situation. As described, the combination of different expertise and
roles demands coordination. This coordination is successful when decisions are based
on the best available information from several perspectives: “If someone provides infor-
mation that connects with other information, suddenly you see the bigger picture. It
is important that people in a response team share information regardless if they think
it is important or not. Information might prove important when received by someone
with a different expertise or combined with information from others. We all sat together
and worked in that way.” Respondent 1b. The sharing of different understandings was
especially important when assessing the potential impact of incidents.

Assessing Impact. The first thing to assess during an attack is the nature of the attack
and the potential impact it will have in the infrastructure that is attacked. The respondents
explain that the quality of the information regarding an attack is key regarding effective
mitigation. In the case of the Sunburst attack there was quite detailed information avail-
able when the attack was made known: “When the news was released, it came with a
full report on the vulnerability and how you could exploit it. It was a security company
that had discovered the vulnerability, so you got a very comprehensive write-up. That
way, you knew if the system was vulnerable and what indicators to look for.” Respondent
1b. In other attacks such information is not available and this adds to the complexity of
responding.

Assessing Mitigation Alternatives. The respondents explained how the assessment
of different possible mitigations was at the center of the response decisions. These
assessments were reliant upon information gathered through the processes described
in previously presented themes. The assessment consists of identifying the potential
mitigations and then assess them regarding their effectiveness and what the mitigations
will cost in terms of loss of functionality: “One knows that if you take the system offline
or make any changes to it, it creates significant challenges in terms of operations. From
a security perspective, one might not fully understand this or have an overview of the
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consequences it will have. So, that is perhaps the difficult part here as well. From the
security side, this threat is viewed as highly dangerous. However, the operations side
may not perceive it that way.” Respondent 4. The respondents also highlight that these
assessments can cause prolonged response times because of uncertainty: “The biggest
challenge lies in explaining the situation and reaching a decision. Trying to take some
action based on a concrete picture, so you're not just standing there waiting. Waiting,
analyzing, and discussing. That’s the real challenge—to maintain progress in handling
it.” Respondent 4. The respondents conclude that decisive action is necessary to avoid
this issue.

Decisive Action. The respondents explain that one will never have met one’s need for
information before decisions must be made regarding mitigating attacks against CIs.
This according to the respondents must be met with decisive actions from a leader
with authority: “What is important, is that you have someone—a leader—who takes
clear charge and has both the authority and the courage to cut through. They must
genuinely drive decision-making and accept that decisions made can be wrong. Because
you can always gather more information, and not be able to move forward—that is
maybe the worst thing you can do.” Respondent 4. The respondents also made very clear
that in cases of compromised CPSs in critical infrastructure the decisions are first and
foremost aimed at the safe operation of infrastructure; IT security is a secondary priority:
“The ones making the major decisions directly impacting the plant operation must be
based locally, because you need to fully understand what the consequences are. It is
particularly important for the safety of personnel. You cannot have anyone manipulating
the systems unless those that are responsible for safe operations are fully aware of the
ramifications.” Respondent 2. This also highlights the importance of communication
between stakeholders during incidents.

Communication with Stakeholders. One important aspect throughout the case is the
communication between different stakeholders. All respondents communicated with
stakeholders throughout the Sunburst attack. The different actors had different roles
regarding such communication. The SOC focused on communicating the updated infor-
mation to their customers: “We had very good and close dialogue with the customers.
For some we provided information about indicators they could look for themselves. Oth-
ers we assisted in looking for the indicators. The level of assistance was based on a
prioritization of criticality. Still, we maintained a close dialogue with all the customers
throughout the incident.” Respondent 1b. The national security agency had a different
role: they gave briefings for the whole power industry regarding the situation with ver-
ified information: “Our first priority is to uncover, what is actually true regarding the
attack? Does this match? We were in early contact with the local support for the software.
We tried to coordinate information from briefing to briefing. We answered questions like:
when is the next opportunity for updated information, when is the briefing; What do we
do in the meantime? And we tried to get in contact with the supplier, which is not always
easy because they’re in a tough spot.” Respondent 3.
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4.3 Logic Model of Decision Making

The identified themes from the interviews represent issues that the respondents find
relevant and important regarding how to make decisions between continuing to use or
stop using potentially compromised systems in CIs. To better explain the process of
making such decisions, the themes are synthesized into a logical model. The model has
two major parts; the first is the preparations that are done before an attack (left side) and
the second is the response to the attack (right side). The preparations are split in two
types, namely the technical aspects (top) and the human aspects (bottom). Within each
of the aspect types the respective preparations correspond to the identified themes. The
different parts of the preparations within each type are dependent upon each other in a
step-by-step fashion shown by arrows. The two types of preparations affect each other.
Likewise, the response to an incident is split into the two stages of shared understanding
(top) and making and communicating decisions (bottom). The two stages consist of
respective parts of the response process that corresponds to the identified themes. The
stage of shared understanding (top, right) also corresponds to an identified theme. The
dependence between parts of each stage is also shown by arrows. The stages are shown
to potentially repeat cyclically by the arrows going both ways between them. The model
also shows with arrows (from left to right) how different parts of the response process
are dependent upon different parts of the preparations.

Assessing mitigation alternatives l I

__________ CRN l

Preparations Incident response
e e et [ bttt e )
| Technical aspects Shared understanding :
| l [ Understanding asset topology and function I | Understanding attack ] | |
I !
I v I I v |
: | [ System design ] | Assassing impact ] | :
1 1
I 1
|
|

Knowledge and skills l R Lo ad 1.1
I l - - Making and communicating decisions

v |
v I I v

| I Training and exercises | | Communication with stakeholders | |

I
I
I
I
|
: [ I Roles and responsibilities l Decisive action l I
I
I
I
I

Fig. 2. Logic model of decision-making in CPSs

The model shows how decisions are made regarding to use or not to use systems
that might be compromised. The decisions are based upon a shared understanding of the
attack, its impact, and an assessment of the available mitigation alternatives. This shared
understanding is dependent upon the technical understanding of asset topology and func-
tion, as well as on a system design that allows for adequate mitigation alternatives. The
human operators use their combined knowledge to gain a shared understanding during
an incident, and this process demands training and exercise to carry out effectively in
collaboration. To implement the decisions, the operators need to take decisive action
and communicate it effectively. The decisiveness is dependent on well-defined roles and
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responsibilities honed through training and exercises. The actions need to be communi-
cated to stakeholders and this communication also provides information regarding the
often-needed iteration of a shared understanding.

5 Discussion

The model presented in Fig. 2 presents the findings from the inductive analysis of the
case material. When we compare this to Endsley’s model of SA [27] in Fig. 1, we see
some clear similarities. The identified stage of shared understanding consists of three
parts: understanding the attack, assessing impact, and assessing mitigation alternatives.
If we compare this to the SA model, we can recognize that the understanding is achieved
in levels in both models. The three parts of shared understanding in Fig. 2 do not com-
pletely match the SA model. One could argue that both understanding the attack and
assessing impact are mostly related to comprehension (level 2) in the SA model. Assess-
ing mitigation alternatives is highly related to projection (level 3) in the SA model.
Level 3 in the SA model may also be overlapping with parts of assessing impact in the
Logical model. The stage of making and communicating decisions in Fig. 2 overlaps to
a large degree with decision and performance of action in the SA model. The similarity
is especially clear if we consider the communication with stakeholders as overlapping
with the feedback loop of the SA model.

When we consider the preparations, we see a strong similarity with the factors shown
to influence the SA in Endsley’s model. The technical aspects of the preparations highly
overlap with the task/system factors in the SA model. The human aspects in Fig. 2
overlaps with the individual factors of the SA model. We can see that knowledge and
skills and training and exercises in Fig. 2 are highly similar to abilities, experience,
and training in Fig. 1. One could further argue that roles and responsibilities in Fig. 2
overlaps with goals and objectives and preconceptions in Fig. 1. In total the models are
highly similar; this strengthens the argument that existing SA theory can explain the
decision-making processes related to the dilemma posed in this study.

There are nevertheless some differences that are important to highlight. In the Ends-
ley’s SA model there is a clear individual perspective. The model explains how individual
operators gain and use SA. The logic model presented in this study does not have an
individual perspective, but rather an organizational perspective on decision making. This
can to some extent explain the lack of themes connected to the cognitive processes like
information processing mechanisms in the individual factors of the SA model. In addi-
tion, level 1 of the SA model is only partially overlapping with the logic model. The last
point can arguably be explained by how participants were asked about their decisions in
the Sunburst case. This might have reduced the respondents’ focus on the monitoring of
elements in the situation prior to the recognition of the attack.

One possible alternative explanation from existing SA theory that might resolve
these discrepancies are SA models for groups [36]. One candidate is the Team SA model
synthesized by Salmon et al., [37]. This model for example includes common/shared
picture as part of the SA process. Still, the Team SA model is presented at a higher
abstraction level, so it only indicates many of the details present in the logic model of
Fig. 2. Another alternative explanation is the Distributed SA model [38]. This model
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allows for a stronger connection between the technical aspects and shared understanding
in Fig. 2. On the other hand, the Distributed SA model is less specific than Endsley’s
model regarding the process of decision making and action. Within the research literature
investigating cyber-SA, Endsley’s model is almost exclusively referenced regardless
of the level of analysis i.e., even group and system level cyber-SA research use the
individual model of Endsley as explanatory model [9]. There is thus a gap regarding
theoretical SA models that are developed for explaining the type of decision-making
processes investigated in this study. This leaves Endsley’s model as the most fitting
existing theoretical explanatory model.

The logic model in Fig. 2 is presenting specific dependencies between preparations
and incident response regarding the posed dilemma that Endsley’s model is too general to
encompass. This is a unique contribution regarding understanding of how these dilemmas
are resolved by the process of decision making. This case study shows how specific
knowledge and skills are needed to understand attacks against CPSs and to assess their
potential impacts. The knowledge and skills needed for these tasks are seldom found in
individual operators alone. This is because the knowledge of IT-based attacks and the
functionality of CPSs are two distinct expertise areas. Actors within CI should therefore
organize and train on the collaboration between experts from these different fields of
expertise.

Additionally, the importance of system design is something not captured by existing
SA models. The respondents clearly stated that the mitigation alternatives one has during
an attack on CPSs are totally dependent upon the design of one’s systems. If the systems
are designed in a way that allows for fast and secure segmentation in accordance with
the guidelines of the Purdue model [17], the response has a far greater array of potential
mitigation alternatives. The segregation or segmentation of networks are often far less
invasive than shutdowns or manual control options. This is one of the most important
focus areas for the respondents, because existing CI that are gradually converted to CPSs
are often not adhering to these design principles. This leaves human operators with
few mitigation alternatives that they know will be effective. The dilemma is in these
cases very realistic where the decision is between letting the system be compromised
or paralyzing the system through shutdowns or manual operation. When the CPSs are
designed properly one can with confidence isolate parts of the systems and let other parts
operate largely unaffected.

It is important to recognize that though the findings in this study provide unique
contributions, these are only based on a quite restrictive case of operators of CPSs in CI.
The study only investigated the case of the Sunburst attack. Had other attacks or cases
been investigated, other findings might have resulted. Further the relative low number
of respondents makes the findings less generalizable. This is made even more relevant
given that the respondents all came from Norwegian CI actors, which is a specific context
that may have affected the findings [39]. Despite these limitations the study presents
empirically-based findings within a recognized research gap [40]. There are few studies
examining incident response from the human operators’ side, and even fewer studying
the human SA in this setting [ 11]. This study provides clear recommendations for practice
including the need for specific preparations regarding attacks against CPSs in CI as well
as a more tailored presentation of the decision process itself in comparison with existing
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SA theory. This study also implicates the need for further research regarding SA in such
settings. A complete Goal-directed Task analysis of SA could complement and validate
the findings of this study and provide a more generalizable model of decision making
within this setting too [41].

6 Conclusion

This case study investigated the dilemma of human operators of CPSs in CI regarding
continuing to use or stop using compromised systems to maintain CPS operations. This
was investigated through a case study of the Sunburst attack [12] in Norwegian CI within
the electrical power and the manufacturing sectors. An inductive analysis of interviews
with four different actors and the incident reports from one of them answered the first
research question (RQ1): How do human operators of cyber-physical systems in critical
infrastructure decide between continuing to use or stop using systems that might be
compromised? The inductive analysis identified ten distinct themes that explained how
such decisions were made in the considered case. The findings were synthesized and
presented in Fig. 2 as a logical model of the decision process. A deductive comparison
of the logical model with existing theoretical SA models answered the second research
question (RQ2): How can these decision processes be explained by existing theory of
cyber-SA? The analysis compared Endsley’s individual SA model [27] with the logical
model and found many similarities and some discrepancies. Other existing models of
SA were discussed as alternative explanations, but none of them explained the logical
model better than Endsley’s model.

The findings provide a unique contribution that explains the decision-making pro-
cess of human operators of CPSs. The study thus contributes to bridging a recognized
research gap regarding human operators of CPSs within CI. Although the explanations
provided in this case study have limited generalizability, they provide clear indications
for further research as well as implications for practice. The study shows how prepa-
rations of technical and human aspects directly affect the operators’ ability to respond
adequately to attacks against the CPSs. One important example is that the design of the
systems provides the operator with mitigation alternatives. If the technical systems are
designed in the right way, the operator may well be able to paralyze only a minor part
of the CI to mitigate compromised systems. The possibility to adapt mitigation against
attacks on CPSs seems like the most promising way forward. Then the potential harm of
necessary mitigations against attacks will be minimized. This would arguably be even
more important if we hand the control of CPSs in large scale infrastructure of critical
importance over to Al in the future.
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Abstract. Digital Twins (DTs), serving as virtual replicas of physical systems,
facilitate novel pathways for real-time monitoring, and informed decision making
in different healthcare applications such as remote surgery, hospital management,
and telemedicine. In the rapidly evolving landscape of cyber security, the emer-
gence of DT's has provided unparalleled capabilities of preempting cyber threats,
testing incident response strategies, and compliance testing. Moreover, Cognitive
Digital Twins (CDTs) not only replicate physical systems but also have the ability
to learn and make decisions. However, such a human-in-the-loop decision making
approach is lacking for improving security in Information Technology (IT) and
Operational Technology (OT) infrastructures while I'T-OT integration in health-
care introduces new cyber security concerns and an increasing threat landscape. In
this study, we developed a conceptual CDT-based adaptive cyber security frame-
work for IT-OT enabled healthcare applications which has the potential to address
cyber threats in varying situations. This framework integrates physical and virtual
healthcare twin for healthcare service providers in addition to a knowledge base of
security/privacy events and cognitive cycle for facilitating the human-in-the-loop
approach. This framework could enhance cyber security in IT-OT healthcare by
incorporating interdisciplinary fields such as adaptive security, health information
exchange, human factors, IT-OT integration, risk management, among others. This
study also presents some prominent use cases for IT-OT healthcare systems.

Keywords: Cognitive digital twins - IT-OT integration - Cyber security -
Healthcare - Operational Technology - Privacy

1 Introduction

1.1 Overview

The recent development in cutting edge technologies like Internet of Things (IoTs),
Digital Twins (DTs), augmented reality, and advanced data analytics present invaluable
applications in many critical domains such as air traffic monitoring, e-health, smart cities,
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and smart grids, among others. For these critical domains, Information Technology (IT)
and Operational Technology (OT) are significant for optimization and customization
of their respective functions. The convergence of IT and OT introduces specific cyber
security challenges, like the combination of legacy OT systems with modern IT networks
that expose difficult-to-patch vulnerabilities, lack standardization, increase attack surface
due to integration complexity, thereby creating potential pathways for cyber threats to
move between the two types of technology. The security challenges raised by IT-OT
integration require real-time and secured communication between different stakeholders.
Meanwhile, attackers are using advanced technology, such as Artificial Intelligence
(AI)/Machine Learning (ML) and behavioral biometrics, to disrupt the regular operations
of healthcare sectors. Therefore, there is a need to develop an approach to effectively
monitor, predict, respond to and recover from security threats against different healthcare
applications in a timely manner that confines any negative consequences [1].

To achieve a high-level of cyber security, closed-feedback loop Al can be developed
to provide a deep, interconnected understanding of the IT-OT enabled healthcare systems,
and to autonomously monitor, analyze and adapt to threats and contexts in Critical
Infrastructures (CIs). A closed-feedback loop Al typically refers to a system where the
output or actions of an Al model influence and potentially modify the input data for
future iterations [2]. This feedback loop allows the Al system to learn and improve
over time based on the outcomes of its own actions, which is powerful for self-learning
to adapt to dynamic environments and improve their performance based on real-world
outcomes. Cognitive Digital Twins (CDTs) presents a promising approach to develop
the closed feedback loop Al for monitoring, predicting, responding to and recovering
from cyber threats based on virtual simulation, data-driven capability, and behavioral
and impact analysis.

We have conducted preliminary research on CDT that is self-learning and proac-
tive, combining Digital Twins (DTs) and cognitive capabilities to interpret and predict
unforeseen security issues of the physical system [3]. In [4], we proposed a three-stage
framework for enhancing cyber security in healthcare using DT technology consisting
of three key modules: (a) physical-twin, (b) cyber-twin, and (c) cyber security automa-
tion. In [5], we highlighted the importance of cognitive architecture for simulating human
cognitive behavior in cyber security for monitoring, analyzing, and responding to chang-
ing security threats to Cyber Physical Systems (CPS). Later, we applied the developed
cognitive architecture for developing a CDT for healthcare applications [3]. The past
experience in [5] led to the realization that human cognitive capabilities have a huge
potential to understand the behavior of digital and physical twins and can be embed-
ded into support decision-making in real systems. Addressing the diverse cyber security
threats in the changing environment through a dynamic CDT solution can also be useful
for training professionals and improving system performance in IT-OT healthcare.

1.2 Our Contributions

In this paper, we proposed a conceptual CDT approach that mainly includes developing
physical and virtual twins, real-time synchronization between them, knowledge base for
security and privacy events from IT and OT healthcare systems, and cognitive healthcare
decision-making loops. The cognitive cycle in the proposed conceptual framework can
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be primarily used for simulating human cognitive behavior to automate deployment of
cyber security measures against evolving cyber threats. Our approach involves closed-
feedback loop techniques between the physical healthcare twin and virtual healthcare
twin for investigating complex behaviors of different healthcare stakeholders and sys-
tems involved and adapting to security variations in the cognitive process of IT and OT
healthcare systems.

1.3 Structure of the Paper

The rest of this paper is structured as follows: Section 2 describes the related work,
followed by the proposed framework in Sect. 3. Section 4 presents different use cases and
scenarios that could utilize the proposed framework. Finally, Sect. 5 presents conclusions
and future work directions.

2 Related Work

This section reviews key studies and developments within (cognitive) DTs in cyber
security, highlighting how our work addresses some of the open challenges and extends
existing knowledge.

A well-known issue is the slow and reactive nature of current cyber defense mecha-
nisms. Nguyen proposed the Cybonto conceptual framework and ontology to address this
issue [6]. This framework aims to utilize DTs and Human Digital Twins (HDTs) to sim-
ulate and understand adversaries’ behaviors and tactics for proactive cyber defense. The
Cybonto ontology, built on psychological theories and network centrality algorithms,
documents constructs and cognitive paths to enhance digital cognitive architectures.
Nguyen’s use of DTs and HDTs represents a new approach to proactive defense strate-
gies and extends the current digital cognitive architectures; however, the demonstration
of the framework is lacking.

Pirbhulal et al. discusses a novel way to improve security in healthcare systems by
employing DTs with IoTs [4]. This approach could help predict and identify potential
cyber-attacks/threats, thereby enhancing the protection of patient safety and healthcare
services seamlessly in real-time. Moreover, Pirbhulal et al. suggests that DTs can play a
crucial role in cyber security by offering insights into potential attacks, identifying sys-
tem weaknesses, and helping develop better defense mechanisms. They also point out
that while the use of DTs has many benefits for cyber security, more applied research with
experiments and simulations are necessary for reliable applications in healthcare. In addi-
tion, Pirbhulal et al. presents a novel CDT architecture aimed at enhancing cyber security
in IoT-based smart homes for telemedicine [3]. The approach focuses on dynamic threat
detection and mitigation through continuous monitoring, analytics, and simulation within
a cyber twin. Their work also emphasizes the use of Al and ML for analyzing complex
behaviors and adapting to evolving security threats and the environment.

Other studies examine DT applications in different domains including smart cities
and maritime. Sabeur et al. detailed the S4AllCities project’s development of three dis-
tinct DTs for enhancing cyber and physical security of smart urban spaces [7]. This
project utilizes distributed edge computing IoT, malicious actions information detection



156 S. Pirbhulal et al.

system, and augmented context management system under a system of systems architec-
ture. It focuses on real-time observations and data processing for intelligent monitoring
and threat detection, incorporating advanced Al techniques and data fusion frameworks
for improved situational awareness in urban environments. Xu et al. introduces a novel
framework named LATTICE, which incorporates curriculum learning into the DT-based
anomaly detection method ATTAIN to optimize its learning paradigm [8]. This approach
is designed to improve anomaly detection in CPS by assigning difficulty scores to data
samples, thus enabling the model to learn from easy to difficult samples. LATTICE
has been evaluated using publicly available datasets from CPS testbeds, demonstrating
its superiority over ATTAIN and other state-of-the-art anomaly detectors in terms of
F1 score on model performance and training efficiency, while maintaining competitive
detection delay times. Epiphaniou et al. integrated cyber modeling and simulation with
DTs and threat characterization for security assessments in [oT and CPS [9]. They pre-
sented a comprehensive study on cyber resilience testing, detailing methodologies for
integrating cyber standards and simulation standards to address [oT/CPS vulnerabili-
ties. Their work also includes a case study on the Port of Southampton, demonstrating
how DTs can simulate cyber-attack scenarios and improve resilience. Epiphaniou et al.
contributed to cyber resilience in CIs with a novel approach that combines DTs with
Al-enabled threat characterization and cyber modeling and simulation standards.

Finally, Eman Shaikh et al. investigated the security of DTs, which is also essential in
applications for safety-critical domains like healthcare [10]. Eman Shaikh et al. presents
a comprehensive framework for assessing the security of DTs in various domains, such
as healthcare, using probabilistic model checking [10]. Their framework incorporates
multi-layered security analysis, including both attack and defense mechanisms across
physical, communication, virtual, and application layers of DT systems. Their study also
emphasizes the use of Markov Decision Processes and Discrete-Time Markov Chains to
model and analyze the security properties and attack probabilities within these systems.
One of the key contributions of their work includes a detailed case study on in-patient
monitoring systems in the healthcare sector, demonstrating the framework’s application
to evaluate the likelihood of successful attacks and the effectiveness of defense strategies.
Due to the several advantages of DT technology in healthcare sectors, it has been used in
different medical applications such as remote healthcare [11], thoracic healthcare moni-
toring and diagnosis [12], digitalization in healthcare [13], early mental illness detection
[14], personalized therapeutics and pharmaceutical manufacturing [15], inpatients’ falls
risk management [16], resilient patient-centered healthcare services [17].

In summary, the literature contains studies that address both the use of DTs in cyber
security for different domains in addition to dealing with cyber security of DTs. The
main applications of DTs for cyber security included anomaly detection, cyber resilience
testing. However, there are several open issues, which we aim to address in this work: the
aspect of IT-OT convergence, which is becoming more prominent in CPS, and the essen-
tial feature of human-in-the-loop for informed and improved decision-making based on
the outputs from DTs. Finally, other essential use cases are missing, like ensuring data pri-
vacy and compliance while using robots to assist patients, through DTs in safety-critical
application domains like healthcare.
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3 Proposed Framework

In this study, we develop a CDT-enabled approach for securing healthcare systems. This
can provide secure communication between patients and healthcare providers, which in
turn ensures end-end security of critical health applications in addition to data privacy
and compliance, as shown in Fig. 1. A CDT represents a sophisticated blend of DT with
Al and ML capabilities including human-in-the-loop approach, creating dynamic virtual
replicas that can learn, adapt and make informed decisions. Unlike traditional DTs, CDTs
incorporate cognitive functions that enable learning, adaptation, and improved decision
making. The developed framework consists of mainly three parts: (i) physical healthcare
twin, (ii) virtual healthcare twin, and (iii) cognitive healthcare decision making cycle as
shown in Fig. 1.

l Synchronization

Security/Privacy I
Events
Knowledge base

IT Healthcare

‘ Simulation/Experimentation

m Decision Support & Computational Tools |

v

| Learn [ Plan |
] ]

Observe | | Decide
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_ -
3 q Cognitive Healthcare
Physical Healthcare Twin Decision-making Cycle

Fig. 1. Tllustration of Proposed Conceptual Cognitive Digital Twin-based Adaptive Cyber
Security Framework for IT-OT enabled Healthcare.

Physical Healthcare Twin. The first part is an IT-OT based physical healthcare system,
in which different stakeholders such as patients, doctors, emergency services, hospitals
share sensitive medical information via 5G and the internet. For instance, in remote
healthcare infrastructures, both IT and OT systems are used to facilitate remote services.
Efficient patient data management through Electronic Health Records (EHRs) [18] rep-
resent an example of IT systems. On the other hand, the OT part of this infrastructure
could be wearable sensors used to monitor patient’s health, acquire, and transmit data
to the hospital in addition to actuators like an airbag in a fall detector [19]. However,
integrating IT and OT enables healthcare providers to offer services like telehealthcare
more effectively. Since IT and OT systems in healthcare have different predefined capa-
bilities, features and priorities, integrating these two creates new vulnerabilities, making
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healthcare systems susceptible to cyber-attacks and evolving threat landscape. In health-
care and other safety-critical domains, it is almost impossible to perform cyber security
testing on real infrastructures as sensitive healthcare services such as patient monitoring,
telemedicine, remote surgery needs to be constantly available and cannot be halted. Thus,
cyber twins of physical healthcare systems can be useful in such situations. For instance,
analyzing massive volumes of data from IT and OT systems of healthcare systems to
identify patterns and anomalies, which may indicate potential ongoing cyber-attacks and
also to some extent automate certain cyber security tasks.

Virtual Healthcare Twin. The second part of this framework is the dynamic virtual
representation of the physical healthcare components, systems, and processes. This is
mainly in the digital world with real mapping to their entire lifecycle by utilizing phys-
ical information, virtual information, and interaction between both sources. Existing
studies have developed DTs for cyber security, mainly anomaly detection, in addition
to healthcare applications [20, 21]. They are primarily focused on how to use DT for
either IT or OT healthcare security, adding cognitive features to DT in addition to the
knowledge base on security and privacy events for IT-OT integration in healthcare are
the key highlights of our framework. The knowledge base in our framework on security
and privacy events is a catalog of different scenarios. It comprises security and privacy
events involving IT-OT systems from both publicly available information, data from
simulations and experiments performed in the virtual healthcare twin, and inputs from
the human involved. One of the key elements of this framework is real-time synchroniza-
tion of physical and virtual twins. For instance, as soon as any security and privacy risks
are identified either from IT and OT healthcare systems in the physical world, it will be
communicated and simulated in the virtual counterpart. This is mainly for enhancing
the security and resilience of IT and OT systems by providing predictive analytics and
actionable intelligence on targeted and effective response actions.

The virtual healthcare twin is also linked with a cognitive healthcare decision making
cycle to utilize human-in-the-loop approach, which will be detailed in the next part. This
can be useful to improve the security of IT and OT systems by identifying potential vul-
nerabilities and providing real-time security and privacy events detection and response
by receiving inputs and/or validating the diagnosis performed by the decision support
via human-in-the-loop, which is essential.

Cognitive Healthcare Decision-Making Cycle. The third part is the cognitive health-
care decision making cycle, which includes the cognitive model based on Observe,
Orient, Decision, Act (OODA) loop concept [22], decision support and computational
tools using AI/ML, and feedback loops for continuous learning. This allows dynami-
cally perceiving the IT-OT healthcare circumstances, individuals and social environment
behaviors considering the human-in-the-loop approach. This cognitive model has four
main stages: learn, plan, observe & orient, and decide & act [5, 25] for continuously
collecting, analyzing, and predicting security-related information and medical infor-
mation to anticipate potential cyber incidents/data breaches and provision appropriate
mitigation and/or response measures. The proposed framework applies the feedback
loop of decision-making cycle with the physical healthcare twin and virtual healthcare
twin to efficiently improve security. This feature will allow the physical healthcare twin
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to have human-in-the-loop inputs, and also offer human insights while simulating and
experimenting with security events in the virtual world.

4 Use Cases and Scenarios

In this section, the different use cases and scenarios on the use of our proposed framework
in the healthcare domain are discussed from smart healthcare to remote monitoring and
use of social robots for patient support to enable resilient societies.

4.1 Personalized Patient Care and Treatment

In general, the developed framework can be useful for helping patients in understanding
different care options, assisting with personal data ownership, secure personalized treat-
ment, and informed decision-making on specific treatments. Current healthcare systems
lack efficient ways for testing treatments in advance, but our proposed framework also
has the potential to safely enable doctors for testing different treatment options on virtual
twins of patient’s before using it. This will allow healthcare service providers to acquire
an overview of how the individual will respond to the specific treatment. The use of
CDT can allow all these capabilities. For example, with our framework, it is possible
to develop secure virtual twins of patients, doctors can simulate the impact of various
chemotherapy regimens for a cancer patient, allowing them to select the best possible
option for the patients.

Moreover, the existing approaches also lack surgery planning, personalized
medicine, disease modeling, and epidemic management since privacy is one of the
major concerns. For instance, this is impeding the growth of personalized medicine
as the treatment plan is developed through their personal health information, which in
this context requires data privacy of patient’s to be handled in a better way. Through
our developed framework, this issue can be addressed to some extent with the help of
knowledge base on security and privacy events. To that end, we can utilize the privacy
scenarios in the knowledge base in addition to the inputs from the human-in-the-loop for
identifying potential privacy risks and their impact in personalized patient care through
virtual healthcare twins in advance. This can be done through virtual simulation and
experimentation to identify best possible actions before deployment.

4.2 Remote Patient Monitoring

Another important use case for our developed framework is secure real-time monitor-
ing of patients. In healthcare, remote monitoring is essential in some situations, where
patients need continuous care and support. Some examples of remote monitoring appli-
cations for patients that have chronical illness, mental health issues, diabetes, sleep apnea
in addition to accidents. One of the main challenges with remote healthcare monitoring is
security, because attackers might eavesdrop on real-time communication using potential
vulnerabilities in the system. Thus, our developed framework can be used to identify and
respond to the cyber security risks. The virtual accessibility of healthcare can provide
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better understanding of IT-OT cyber-attacks and risks and facilitates the detection and
prediction of intentional and unintentional risks.

For example, a flooding attack is one of the potential attacks in remote patient mon-
itoring. This can make it hard for the healthcare providers to identify the potential cause
that has compromised the availability of a specific medical device in the infrastructure.
In such scenarios, our proposed framework can support identifying the potential cause
in real-time, corresponding vulnerabilities (example: vulnerable ports of the devices
by performing simulation and experiments in the virtual twin), and how to mitigate it.
Human-in-the-loop in our framework can also be used to train and test operators on the
remote diagnostic process to identify the extent of the compromise, level of availability
and integrity of the control and safety systems and take appropriate actions to respond
to a loss of control.

As a part of Adaptive Security for Smart Internet of Things in eHealth (ASSET)
project [23], we developed a testbed for monitoring the health data remotely. In [24],
we developed the DT infrastructure based on the ASSET testbed [23]. Based on these
developments, we intend to apply our proposed framework for improving security of
daily activities, end-end monitoring of patients in smart homes. Also, the developed
framework will serve as an input for other related activities such as autonomous adaptive
security for 5G-enabled IoT systems in Norwegian Centre for Cybersecurity in Critical
Sectors (NORCICS) project [25], and dynamic safety and security risk assessment for
different critical applications in European Lighthouse to Manifest Trustworthy and Green
AI (ENFIELD) project [26].

4.3 Assistive and Social Robots in Care

The third use case is about the applicability of our developed framework in assistive and
social robots to offer secure and reliable smart care services. The use of assistive and
social robots to support healthcare services are becoming popular, especially for elderly,
individuals requiring rehabilitation, and those with disabilities [27, 28]. Social robots
in healthcare are designed to interact with people in a personal and engaging manner,
providing support, companionship, and assistance in various health-related contexts
[29]. As a hospital where robots are used for care services, it is important to ensure the
data privacy and compliance of data gathered from different stakeholders for providing
personalized support, companionship, and assistance in various health-related contexts.
This is to ensure that it complies with laws and regulations like GDPR. Our proposed
framework has potential to address these issues since it includes a human-in-the-loop
approach for receiving inputs on user willingness to share data and corresponding privacy
risks.

Likewise, as a part of the User-centered Security Framework for Social Robots in
Public Space (SecuRoPS) project, we use social robots to offer personalized services
to citizens/passengers [31, 32]. To that end, it is important to understand users’ will-
ingness to share personal information and which type of personal information they are
willing to share with social robots in public space for receiving personalized services.
For this purpose, we conducted pilot studies involving potential users’, which is time
consuming and cumbersome. However, our developed CDT based framework can play
an important role in addressing this issue in the healthcare sector by modeling how social
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robots collect, store and process data, social robot developers can identify potential data
breaches. On the other hand, healthcare workers and managers can use humanoid robots
as an assistant in their daily routines [30]. Security is one of the important concerns in
such applications as they are dealing with patients in some cases. Moreover, there is no
comprehensive overview of different security risks corresponding to it. Therefore, our
framework can support in identifying different potential security risks corresponding
to such application through simulations and experiments in virtual twins in addition to
inputs from humans that can validate the diagnostic.

4.4 Enhancing Resilience in Healthcare Technologies

The developed framework can be useful for critical healthcare applications such as
in cancer diagnosis to recognize potential vulnerable functions for increasing cyber
resilience. Considering the software complexity of healthcare systems, there is a need
for a completely automated solution to support cyber resilience assessments in real-world
situations. In [33], it was addressed how to achieve cyber resilience for diagnosing lung
cancer using DTs. However, it does not include inputs from both IT and OT systems,
also the human-in-the-loop approach was not considered. These factors are important
for ensuring resilience in healthcare. Therefore, our proposed conceptual framework
includes a catalog based on security and privacy events with inputs from IT-OT systems
that can be helpful in enhancing the resilience of healthcare systems by preventing
cyber threats and reducing the negative effects or possible recovery to some extent
using training and previously acquired knowledge. CDT may improve cyber resilience
and build on security, policy, and risk management to provide the trustworthy required
for healthcare employees, partners and patients to work with a hospital for embracing
digitization efforts.

5 Conclusions and Future Work Directions

As IT and OT become more integrated in healthcare applications, this has increased
the potential of adversaries to gain access and even disrupt legacy OT systems due to
the emergence of new attack surfaces. Some well-known attacks, including malware,
ransomware, can cause operational disruptions and even physical damage in health-
care infrastructures. Therefore, in this study, we developed a conceptual framework for
improving security for IT-OT enabled healthcare systems. Important components of this
framework include the twin technology, cognitive science, decision support and com-
putational tools, and human-in-the-loop approach. DTs have already been proposed for
cyber security and healthcare applications, which lack integrating IT-OT along with
knowledge base on security and privacy events and cognitive capabilities. In line with
this, the proposed conceptual CDT-based adaptive cyber security framework addresses
unique security challenges of IT-OT integration in healthcare. We also presented four
different use cases and scenarios on healthcare for potential application of our conceptual
framework. Some future work directions of this study are evaluating the applicability
and feasibility of the proposed conceptual framework using the suggested use cases and
scenarios, identifying opportunities up to which extent proposed framework can be used
for improving cyber security training, knowledge transfer and awareness.
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Abstract. Controlling the communication of devices within a network
by compartmentalization or segmentation is one of many techniques to
protect and improve the overall security of networked systems. Meaning-
ful instrumentation of network segmentation requires having an overview
of the devices that participate in the network; only then users can seize
control of what devices are allowed to do in terms of communication. In
this work, we consider a minimized set of network security controls (i.e.
allow connections, allow in-bound-only, allow out-bound-only) that can
be implemented using modern routers with built-in firewall or even Soft-
ware Defined Networking (SDN) capabilities. We present Viz*NetSec, a
node-link diagram for visualizing typical home user network scenarios.
The visualization is integrated in an existing smart home control software
and provides an interactive interface through which a smart home user
can find, dynamically interact with, and isolate devices by setting SDN
flow rules. The aspect of dynamicity in this paper is important as we envi-
sion that everyday users would reasonably need interactions to trigger
configuration changes that directly change the network’s or the device’s
behavior because this enabled users to configure network rules in a trial
and error or ‘gamified’ fashion. Thus, dynamicity empowers adapting
security decisions (mostly in the sense of privacy) to their ever-changing
everyday digital lives. We conclude this work with an evaluation of the
proposed network visualization, discussing how home network users can
use the available functionalities in Viz*NetSec to perform the isolation
of devices within the network as the most simple security related task.
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1 Introduction

Predictions estimate the number of Smart Home Devices (SHDs) is rising and
the ToT market is set to reach 483 billion US$ between 2022 and 2027 [15].
The connectivity of those SHD is between the home’s Internet router to reach
cloud services and to other devices within the same home. However, research
shows that security deficiencies [21] and privacy problems of numerous such
SHDs cause “digital harms” [6]. According to Sagar Joshi [21], an average smart
home could face over 12,000 hacker attacks every week, underscoring the need
for security measures in smart homes. While “privacy was not a primary con-
sideration in users’ adoption decisions [for smart speakers] but did serve as a
deterrent for some non-users” [26], we assume that the inhabitants of smart
homes —when educated on privacy-related topics and empowered by usable
tools— would decide that at least some network communication capabilities of
their devices are neither deemed really necessary nor always favored.

Empowering users is crucial. In the case of smart speakers, Lau et al. argued
that “current smart speaker privacy controls are rarely used, as they are not
well-aligned with users’ needs” [26]. Examples of how this can be facilitated by
physical interaction, like a physically closable lid on a webcam working as a
“physical kill switch” [49], have been proposed. In this paper, we work from the
following hypothesis:

Smart home users, once enabled with usable controls,
will use such controls to increase their privacy
and the security-posture of their networks.

We emphasize two goals for such a usable control interface:

e First, the visualization shall be suitable for novice users that will have to cope
with the ever-growing number of interconnected devices in modern house-
holds; globally the average was already at 17.1 devices per home in 2022 [48].

e Second, the interaction shall allow a dynamic control of the communication
of the devices. In the prototype we simply control the devices’ network con-
nectivity, but filtering traffic can be done more granularly [57,67].

1.1 First Goal: Visualization for Simple Smart Home Tasks

This work’s focus is put on visualizations of typical home user scenarios. The
network’s hierarchy in home deployments is usually flat, e.g. devices have a direct
wireless connection to the router, and there are usually only few layers in the
technical network infrastructure. To limit the possibilities of what to visualize,
Viz*NetSec starts simply: it shows the connections between the device and the
router. We also simplify the control of these connections and only make rules
based on the endpoint and the direction of the communication. As a result,
we have incoming and/or outgoing traffic or no communication with the smart
home device. The control and visualization can be further fine-grained by adding
additional network segmentation, like microsegmentation [44], and then disabling
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communication links between the segment and the router. This will result in
some SHDs being able to talk to others within their segment.

For Viz*NetSec, we leverage tree-based visualizations and node-link layouts
for displaying relationships, and group entities with simple hierarchies [20,54]. In
more detail, we use a force-directed graph implemented within the open-source
application for smart home control, Home Assistant [16]. The representation of
Viz*NetSec depicted in Fig.5 shows the visual representation of all communi-
cation links of the home network. While this study primarily aims to simplify
network visualization for smart home users, it recognizes the vastness of the IoT
landscape. The focus for the prototype was on widely-used Wi-Fi devices, as
Wi-Fi is a comfortable and widely adopted protocol [9].

1.2 Second Goal: Dynamicity of the Exercised Control

We consider the aspect of dynamicity to be of paramount importance as we
hypothesize

e firstly, that everyday users would reasonably need interactions that trigger
configuration changes immediately;

e secondly, that everyday users would be enabled to dynamically adjust the
allowed actions of a device according to what communications they feel are
tolerable due to changes in their situations;

e finally, that everyday users might want to explore what communication they
minimally need to allow in order to achieve the required functionality.

On the one hand, dynamicity allows users to configure network rules in a
trial and error fashion, e.g., “What happens to the functionality if I disable the
Internet for this smart light bulb?”. On the other hand, it can empower users to
adapt their security decisions (mostly in the sense of privacy) to the dynamically
changing environment of their digital life, e.g., “Enable the security camera to
stream images to the Internet when I leave my home, not when I am at home”.
They also might want to adapt to situations, e.g. “Allow communication of a
SHD with the Internet when performing a software update, while in normal
daily operation the device stays unconnected to the internet.” We integrated the
capabilities of SDN [33] to monitor the network’s connections for the Viz*NetSec
visualization and to directly control the network’s flow. Our prototype offers the
functionality to isolate a device on the network using SDN flow rules when
clicking on the device in the visual representation.

Isolating and controlling the communication of devices within a network is
not a new technology. Among the strategies to achieve this are compartmental-
ization [60] or segmentation [34]. Both strategies have been successfully used in
small and large networks [39]. However, configuration possibilities grow with an
increased number of devices in the network, and in most situations, the task to
configure them in an optimal way is in the hand of network administrators [64].
Professional system administrators could therefore benefit from tools to support
such simple tasks, and home users that are not professionally trained even more
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so. From this basic interaction, the tool can be enhanced with more commands,
offering an extended version for more sophisticated smart home users. In this
work, we start from a minimized set of network security controls (i.e. allow con-
nections, allow in-bound-only, allow out-bound-only) that can be implemented
using modern routers with built-in firewall or SDN capabilities.

2 Related Work

2.1 Network Security Configuration

Software-Defined Networking (SDN) is the technical basis of our (and others’
e.g. [18,44]) solution to heighten the network security in smart homes, and to
enforce segmentation and isolation in detail [44]. At the center of the SDN archi-
tecture lies a network controller, which comes in various forms, from open-source
implementations to proprietary ones [40]. The concept of programmable net-
works isn’t new (see Nunes et al. [40] for an overview) and predates today’s
well-known protocols like OpenFlow [41]. We opted for SDN because its flexibil-
ity also supports more complex network configurations [40] still offering reason-
able speed [37] for enough dynamicity.

SDN controllers, such as OpenDaylight (ODL), ONOS, Cisco APIC, and
Juniper’s Contrail, often feature Graphical User Interfaces (GUI) that present
a topological view of the network (see Fig. 1a). Node-link layouts are commonly
used for security and privacy related network visualizations, e.g. the tool Ether-
Ape [61] (see Fig.4a) showing the communicating devices, or the browser exten-
sion Lightbeam?® (see Fig. 1b) visualizing externally loaded web content.
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(a) OpenDaylight Topology View [42]. (b) Firefox extension Lightbeam [27, 23].

Fig. 1. Visualizations of networks using graphs and node-link layouts.

! formerly known as Collusion.
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Fig. 2. Visualizations within Home Assistant.

Especially for Home Assistant [16], natively integrated visualizations like the
NMAP Tracker [17] (Fig.2a) or ZHA Map [68] (Fig.2b) have been developed.
The NMAP Tracker’s visualization serves more to detect if mobile IoT devices
are “reachable” within the network to trigger actions, e.g. when the car is at
home. ZHA Map maps devices utilizing the Zighee Protocol [68]. However, it
does not provide any dynamic interaction with the visualized network topology
and is mainly used for troubleshooting.

In this work, we implement a graphical tool to simplify interacting with
the many capabilities offered by an SDN. Our visualization Viz*NetSec aims at
representing the underlying network logically segmented and structured based
on SDN configurations, in order to facilitate the dynamic configuration of the
network itself by the user.

2.2 Network Security Visualization

Traditional home network systems come with interactive router dashboards [53]
(e.g. Fig. 3-top). User studies showed that dashboards can help users implement
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Fig. 3. Blocking Internet connectivity per device on a commercial router’s Ul for a
connected washing machine (top) and the result in the user’s app (bottom).
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fundamental network configurations [59], scheduling [4], and security measures
for their devices and smart appliances [11,66].

Network visualization is widely researched [38,55]. Graph-based views like
the one from the open-source project EtherApe in Fig. 4a address shortcomings
of tabular representations in built-in commercial interfaces [19]. Shiravi et al. [56]
and Guimaraes et al. [13] surveyed the state of the art visualization techniques
for network security and management. They identified node-link and topological
views as being prevalent representation techniques [29,30].

Additionally, modern approaches to network visualizations underline the
importance of interactivity and controls. The ability to fine-tune devices’ config-
urations through an interactive interface can help users protect their resources
from misuse in a timely and responsive manner [22,45]. In both small and large
networks, the ability to control or customize the visual attributes and repre-
sentations of the network visualization itself can help a user make sense of the
underlying network in a faster and more personalized way [35,38].

G cl:04 . -
arssprseaven N ALRUNE AN,
u N .

(a) EtherApe [61] (b) Worm impact by Ed Blanchfield [32]

Fig. 4. Visualizations for computer networks using node-link diagrams.

While market and off-the-shelf tools are often geared at advanced users [19],
extending the table-like representations they offer can also help novice home-
users benefit from a visual monitoring of their network infrastructure and con-
figurations. Ball et al. show that the graphical approach to security can increase
users’ awareness and confidence when the visualizations maintain simplicity,
usability, and enable controls [3]. Poole et al. argue that the graphical repre-
sentation of a home network should mimic the way households conceptualize
their home networks, for example, in a simple entity-link fashion [50], also sug-
gesting the adequacy of node-link diagram proposed in other research. Other
researchers propose that the design and usability of home network visualization
sould fit into both the users’ technical skills but also the daily routines of the
households [7,62]. Thus, masking complexities to users while providing interac-
tions to low-level details for more advanced administrators is essential to home
users’ experience. For instance, network segmentation is a challenging security
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concept to visualize. It requires a clear overview of the network structure [14]. To
address that, tree-like visualizations can be leveraged to simplify the modeling
of network layouts and its hierarchy [36,54]. Using a tree diagram, the layout of
an SDN-based IoT structure is simplified as a connection between all things at
home and the Internet [1].

In this paper, we build on node-link diagram based approaches to implement
Viz*NetSec, a visualization of dynamic network security configurations for home
networks. We visualize the software-defined layout of the network in simple and
customizable tree-like representations. We implement interactivity that trans-
lates complex security concepts (such as segmentation) to actionable tasks that
allow (non-expert) home users to dynamically update their devices’ network con-
nectivity (e.g., to the Internet) and receive instant real network feedback upon
every interaction with the visualization.

2.3 Home User Scenarios

Numerous studies have delved into the security challenges and privacy implica-
tions associated with Internet of Things (IoT) devices, particularly in home user
scenarios. In their study of the privacy perception of smart speaker users, Lau et
al. posit that users shall take “more agency” but that it is “difficult to effectively
manage one’s privacy”, and that users are lacking the tools to empower them in
light of “the current choice [of] architectures of technology in general” [26]. In
line with this, Kumar et al. show that from the technological and social perspec-
tives on the growing ubiquity of connected IoT devices, security and privacy are
major directions of studies for smart home systems [24].

Yan et al. [65] suggest that security and privacy measures must be imple-
mented at every layer of the IoT infrastructure. In particular, home users of
different technical skill levels could benefit from visually understanding the com-
munication not only between end-point devices, but also between the home net-
work and the Internet, which Ul Rehman et al. [63] highlight as an important
element of security threats to home network.

The works by Waseem et al. [18] and Osman et al. [44] demonstrate the added
value of SDN-enabling a smart home network to reinforce security. Osman et al.
show that microsegmentation, i.e. putting a device into one of potentially many
small and isolated network segments based on the device’s functional description,
can help to prevent that an attacked device can spread the attack to other
devices using the case of the famous Mirai botnet [2]. Mirai, found first in 2016,
targeted “a wide range of networked embedded devices such as IP cameras,
home routers (many vendors involved), and other IoT devices” [47]. While both
approaches are based on automatically grouping devices and configuring the
SDN, the authors also acknowledge the necessity of a human intervention for
when a microsegmentation interferes and blocks any desired connectivity?.

In this work, we aim at enabling everyday users to dynamically adjust the
allowed communication of devices in their smart homes’ SND-enabled network to

2 «[..] when it “breaks the Internet” and stalls the vital functions of the smart
home.” [2].
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what they judge are tolerable in their use cases. To achieve that, the implemented
visualization is interactive and has dynamicity: it is based on information from
the SDN and it translates interactions into changed SDN flow rules to directly
influence devices’ connectivity within the network.

3 Viz*NetSec: A Network Visualization for Improving
Home Network Security Through Dynamic Interaction

Figure 5 shows our approach Viz*NetSec where each connected device is repre-
sented as a node in a force-directed graph which represents its logical position
within the SDN. When a node is selected in the visualization, the corresponding
entry in a tabular view (displayed next to it) is highlighted and the selected
node increases in size slightly. Additionally other devices for which the SDN has
logged recent network communication get highlighted as well (see yellow nodes
in Fig.5). A demo video® as well as the source code? are available online.

Are you sure you want to isolate MAC address:

My Network: [

Name P MAC

OpenWRT 192.168.1.1 " Se:6f
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. Laptop 192.168.1.50 10:0b
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Fig. 5. Viz'NetSec integrated as a card in the Home Assistant interface. Selected node
appears slightly larger, and the corresponding table row is highlighted. Yellow are nodes
that previously communicated with the one selected; green = online; red = offline.
Pressing DELETE opens a pop-up and asks for user’s permission to isolate selected
node. Shown network has six smart lamps, six smart sensor devices and laptop, printer
and mobile phone; devices are grouped logically into network segments using two SDN
switches (See also Fig. 7b). (Color figure online)

3 Video of Viz*NetSec: https://youtu.be/Q57DYiuhmBY or https://henrich.poehls.
com/papers/video_vizdnetsec_interactions.mp4.
* Home Assistant integrated Viz*NetSec: https://github.com/pfeifer-j/visualization.
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Additionally, the user is asked whether there should be a change in the
device’s connectivity, i.e. if the device selected shall become isolated.

We tried the visualization within a real world setup with smart devices
like smart lights (e.g., Shelly LED DUO E27, tapo LED L530E), smart plugs
(e.g., tapo Smart Plug Mini Smart Wi-Fi Socket) and other smart devices (e.g.,
GW1100 weather station). Figure 6 shows the general setup for our prototypical
implementation. All used smart devices were chosen just as examples of devices
that are commercially available® and supported by the commonly used Home
Assistant [16].

3.1 Technical Prototype Using Open-Source Components

The Viz*NetSec visualization (Fig. 5) is implemented as a card in the user inter-
face of the open-source home automation platform Home Assistant [16]. Home
Assistant markets itself by emphasizing its support for local control and increased
privacy. Due to its vast array of community-driven extensions and robust cus-
tomizability, Home Assistant has emerged as a go-to solution for smart home
beginners and enthusiasts [16]. We choose to implement Viz!NetSec in Home
Assistant because like Home Assistant consolidates various smart home devices
under a single interface regardless of their manufacturers, Viz*NetSec is also
vendor-agnostic when it comes to the visualization and control of network com-
munication of various devices. Our prototypical setup is depicted in Fig. 6.

The visual interface of Viz*NetSec is rendered using the d3.js library [8] based
on data acquired from the SDN. It is displayed using a web browser on a standard
tablet with a touchscreen for user interaction with Home Assistant. Viz*NetSec is
realized as a module within Home Assistant. All software necessary to generate
the visualization and send the users’ isolation commands runs alongside with
Home Assistant on the first Raspberry Pi 4 Model BS [31].

To receive an overview of the local network and to take control of the devices’
communications, the prototype uses an SDN-capable router running open-source
OpenWRT [43], and Open vSwitch (OVS) [28]. OpenWRT is an alternative
firmware adding SDN-related functions among other customization capabilities
for many commercially available standard routers. In tandem, (OVS) is a mul-
tilayer, open-source virtual switch, optimized for network automation through
programmatic extensions, all while accommodating standard management inter-
faces and protocols. Together, they offer a powerful suite for precise network
traffic management and control [28,43]. The LuCi API of the OpenWRT router
facilitates the extraction of information about connected devices [5]. We ran a
second Raspberry Pi [31] as router using OpenWRT and Open vSwitch (OVS)
and USB 3.0 Ethernet adapters for wired connectivity.

5 The authors declare that they have no known competing financial interests or per-
sonal relationships that could have appeared to influence the work reported in this
paper.

5 Raspberry Pi 4 Model B running Raspbian OS v.11 with quad-core Cortex-A72 at
1.5GHz with 8GB LPDDR4-3200 SDRAM memory.
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Fig. 6. An overview of the physical components in the prototype; wired connections
are blue lines, dotted blue lines represent connections via Wi-Fi. (Color figure online)

In an SDN, a controller is responsible for managing network functions. On
the third Raspberry Pi [31] the open-source, python-based software Ryu [52]. Tt
receives instructions from the Viz*NetSec interface and controls SDN network
devices, like switches and routers using the OpenFlow protocol [52] accordingly.

3.2 Features of ViztNetSec

In the following, we provide the background on Viz*NetSec’s main features.

3.2.1 Feature 1: Network and Communication Flow Visualization
The main visualization in Viz*NetSec consists of circle objects built using d3.js
library. The relationships between the circles or nodes are sourced from the JSON
data obtained from API calls to the SDN controller. Each circle object represents
one node or device in the network. Each entry in the JSON data contains details
such as name, IP address, MAC address, host, and information on whether the
device is currently reachable”. These details are added as attributes to the nodes.
Based on the host information, a link connects the nodes to a central circle,
which symbolizes the OpenWRT router by default. This first of two visualization
modes, called the Physical Visualization, is shown in Fig. 7a

7 Note: The “reachable” flag is not accurately set in latest LuCi.rpc release due to a
bug [51].
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Switch with 6 devices
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(a) Physical Mode: (b) Software-Defined Mode: Online nodes = blue,
Online nodes = green, offline = purple, isolated nodes = gray
offline nodes = red. (due to user’s customization). Red annotations added.

Fig. 7. Viz*NetSec: Different modes auto generated from SDN information.

The second mode, Software-Defined Visualization, is shown in Fig. 7b. It
portrays device interconnections based on OVS switch statistics. The API call
to OVS results in a specific JSON format for each flow rule. The information
gained from the flow rule can be utilized to visualize the communications between
devices. When a switch receives a packet, a flow rule is generated, signaling
active communication between the source and destination devices® specified in
the rule. Flow rules can be retained for a variable duration and would enable our
visualization to depict either only very recent communication between devices
or communication over extended periods.

Upon clicking a node, flow rules with the device’s IP address as the source
highlight the respective communication endpoints, the destination address. Addi-
tionally, flow rules can influence network structure, by grouping devices in the
same software-defined subnet together®. Figure 7b visualizes a smart home’s net-
work split into three segments facilitating SDN functionality: Six smart lights
and six sensors are each attached to a separate OVS virtual switch.

In both physical and in the software-defined mode, the user can select each
node (see Fig.5). Further information like name, IP, and MAC address are dis-
played in a table and the user can initiate a dialog to isolate the device, i.e.
instructing the SDN controller to disable its network communication by setting
restrictive SDN flow rules.

3.2.2 Feature 2 - Dynamic Updates
While the concept behind this feature seems straightforward, its practical appli-
cation poses challenges. Simply reloading the graph after a specified time inter-

8 We currently hide broadcast communications and filter out flows with broadcast
addresses.
9 In order to make this distinction, a VLAN must be set up.
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val is the obvious solution, but such an approach leads to the undesirable con-
sequence of resetting the graph’s structure on every update. Utilizing d3.js’s
physics engine allows nodes can be dragged around and automatically arrange
themselves using the force-directed graph'®. In future, we add a solution to pre-
serve the positioning of the nodes during updates. For now, the basic update
feature provides the user with the option to set a time interval, after which
the visualization is reloaded. During an update, new API calls are made in the
background and the SVG created by d3.js is re-rendered.

3.2.3 Feature 3 - Dynamic Network Flow Control

In the prototype the initial steps into network flow control can be directly influ-
enced, giving dynamic control to the user by allowing them to interact with the
SDN for completely isolating devices or re-joining them to the network. To do
this, a device must first be selected in the visualization, as shown in Fig. 5. Fol-
lowing this, the user can press the DELETE key to trigger isolation. It is worth
noting that switches, routers, and Home Assistant itself cannot be isolated due
to potential unforeseen consequences for the network!'!'. Before a device is iso-
lated, a popup notifies the user about the upcoming action, ensuring they fully
comprehend its implications. Once confirmed, the node changes to a gray color
(by default), signifying that a flow rule has been dispatched to the OVS in the
background. After a brief period, the rule is applied, restricting the isolated
device’s to solely communicate with the router.

To revoke this flow rule and reintegrate the device back into the network, the
user needs to select the isolated device and press the ENTER key. Subsequently,
the node resumes its original color, indicating its reactivated status. Isolated
devices are consistently stored in the blacklist, located under /data/ within the
project’s directory structure. This feature harbors significant potential for future
work: It is conceivable to introduce subnetting features, more nuanced isolation
options including port-blocking, and direct control of smart devices, such as
activating lights, directly from the graph.

3.2.4 Feature 4 - Customization

Users’ preferences for visualizations can often be subjective, making customiza-
tion options crucial. Table 1 shows the various elements, including size, shape,
color, and movement, to adjust the visualization using the interface shown in
Fig.8.

To elevate the user experience and streamline customization, color wheels
and sliders have been integrated for certain parameters within the editor. These
additions enhance the intuitive nature of the interface, making the customization
process more user-friendly.

10 Video of Viz*NetSec: https://youtu.be/Q57DYiuhmBY or https://henrich.poehls.
com/papers/video_vizdnetsec_interactions.mp4.
11 The list of such protected devices can be configured.
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Fig. 8. Editor to change the visual appearance of the nodes in Viz*NetSec.

Table 1. Description

of various parameters to customize Viz*NetSec.

General

Header
Render Interval
Graph Force

Animation Duration

Name of the network
Time until an update happens
Strength of the physics engine

Animation time for events

Network

OpenWrt 1P
Network Mode

Demo Network

IP address of the source router
Network visualization mode

Demo network for development

Color

Colors

‘ Colors for fonts, nodes, and links in each state

Shape

Shape

‘ Size for nodes and links in each state




Viz*NetSec 177

4 Discussion and Future Work

In this section, we discuss the different features of Viz*NetSec and its integration
within Home Assistant for smart home network use cases. We use the method-
ologies described by Staheli et al. when evaluating visualization tools designed
for cyber security [58]. Their work provides a model for the different elements
of a security visualization, so called dimensions, that can be evaluated. Using
critique as the technique for evaluating Viz*NetSec, we categorize our discus-
sion within the following dimensions. For each evaluated dimension we briefly
describe the scope but refer the reader to [58] for more details:

o Algorithmic efficiency: We provide empirical system performance measures,
and an evaluation of scalability.

o Usability and learnability: How easily a user can use and learn the visual
interface?

e Component interoperability: How well does Viz*NetSec fit with already exist-
ing system?

e Cognitive workload: From a cognitive science perspective, how hard does the
person have to think to accomplish their tasks while using the system?

o Tusk performance: How well does the user perform a predefined task using
Viz*NetSec?

e [Feature set utility: How useful are the set of features available?

For each selected dimension, we describe how our approach to the design of
Viz*NetSec features (see Sect. 3) helps users to achieve the set goals: visualization
for simple smart home tasks (see Sect.1.1), and dynamicity of the exercised
control (see Sect. 1.2). Moreover, we discuss limitations of Viz*NetSec as well as
potential future directions that current features could enable.

4.1 Algorithmic Efficiency

4.1.1 Time to Visualize the Force Directed Graph

In the relatively small network illustrated in Fig. 6 with eight active participants
plus a computer used for performance measurement the average time to run
the visualization is below 500 ms for page load and graph rendering without
waiting for the arrangement of the graph. Specifically without waiting for the
arrangement of all nodes in the graph to stabilize, the average is around 350 ms,
the duration fluctuated between 250 ms and 475 ms across 50 measurements'?.
However, Viz*NetSec editor features a force-directed graph whose time to sta-
bilize varies based on the specified strength. To ensure graph readability, users
can customize the strength that determines nodes proximity (see Fig. 8); a value

12 Time measured over 50 runs in Google Chrome Version 116.0.5845.142 on Windows
10, Intel Core i7-4790k at 4.0 GHz and 16 GB of DDR3 RAM. One Raspberry
Pi Model 4B ran Viz*NetSec and sent the API calls, another one received them
and ran SDN controller. Stabilization measured by event times logged to Chrome’s
Development Console.
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of —300, which we chose as default, spaces the nodes further apart. On average,
for this small-scale setup and using default settings, the graph requires between
600 ms and 825 ms to fully load and stabilize (see footnote 12).

To assess visualization time on a larger scale, demo networks with 20, 100,
and 250 devices were constructed. To only measure the time to show the graph
the API calls to the SDN controller are replaced with static data. With the
default physics strength of —300, the stabilization times were slightly longer
than the small-scale setup: around 0.653 s, 1.320 s, and 3.664 s, respectively (see
footnote 12). However, it is worth noting that in larger networks, APT calls might
introduce additional delays, although graph rendering remains fairly consistent
as long as the rendering hardware is not saturated.

4.1.2 Time to Isolate a Device from the Network

The time for an API call to the SDN controller that updates the ruleset govern-
ing the flow is almost immediate. However, for dynamicity the more important
metric is the duration until the new rule effectively takes action. The interval
until a device looses network connectivity, i.e., is isolated due to the flow rule in
effect'3, ranges from 3 s to 7 s. Reintegrating an isolated device back into the
network takes slightly less time, with a duration between 2 s to 5 s.14

4.1.3 Network Delay

Upon measuring the performance of the network, no noticeable difference was
observed between an OpenWRT router using its default configuration and the
same router using OVS. Further testing, especially in larger-scale networks, is
necessary to draw more comprehensive conclusions.

4.2 Usability and Learnability

Viz*NetSec offers a visualization-based approach to facilitate the understand-
ing of a complex concept that is the segmentation of a SDN architecture. The
force-directed node-link diagram maps the logical layout of the system. Further-
more, Viz*NetSec follows a network visualization approach that is well-studied
in literature, broadly used in modern tools, and has been demonstrated to help
user understand the underlying technical construct of a network. Learnability is
supported as the dynamicity would allow a user to ‘see’ the effect on the net-
worked device when interacting with the visualized node representing it, e.g. it
is unreachable in the app once isolated and going gray in the visualization.

Future Work: Tt remains as future work to study the effects that logically sep-
arating networks from their physical reality of wired or wireless communication
links using Software Defined Networking would have on the learnability. If users
would have a mental model that wireless devices communicate directly with

3 measured using a ping to Google from a laptop as the device to become isolated.

14 Note: We assume the application of flow rules to become even faster if a dedicated
OpenWRT router is used as hardware instead of a Raspberry Pi running Open WRT.
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one central wireless router in their network they would need to learn that an
SDN-enabled router could logically group them into different networks.

4.3 Component Interoperability

We briefly explain that Viz*NetSec was added into the existing smart home
control software Home Assistant [16]. Not only does Viz!NetSec integrate into
the Home Assistant workflow, as a data visualization component, it also acts as
an interface to the network flow controller (see Fig. 6). The software code, as well
as step-by-step setup instructions are made available on the following repository
https://github.com/pfeifer-j/visualization.

In general we observe benefits for interoperability if the management of smart
home devices for home automation is grouped alongside the network communi-
cation management of the same networked devices. For example, with the cur-
rent interoperability of Viz*NetSec, the user could open the Viz*NetSec card for
troubleshooting and checking if the device is still online in the network, or if
there would be a problem in switching a smart lamp on within the related task
modeled elsewhere within Home Assistant.

Future Work: A more closely link of the node in the network visualization with
the device’s identification within Home Assistant would increase interoperabil-
ity even further: on first instance, users could more easily re-identify known
networked devices in the visual representation of the networks, e.g. by the same
name, by a link to the device’s configuration within Home Assistant’s interface.
Further, integration of the SDN data on which Viz*NetSec works could allow to
take SDN events (like node online or offline or a predefined inter-node communi-
cation) as triggers for Home Assistant’s so called automations. Also vice versa,
one could make an automation trigger certain flow rules, e.g. have a “privacy
please” scene within Home Assistant that not only lowers the window shades
but also isolates microphone based assistants from the Internet facilitating the
SDN functionality.

4.4 Cognitive Workload and Task Performance

In its current prototype, Viz*NetSec integrates within Home Assistant as an
extension of the community-maintained tool. It complements the dashboard-
like representation offered by the open-source integration for smart home.
Viz*NetSec configuration does not incur additional burden on the user beyond
regular setup of add-on components to Home Assistant.

Future Work: To further understand the cognitive effort from using Viz*NetSec,
controlled user studies are required to measure task performance, success rate,
satisfaction, and frustration.
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4.5 Feature Set Utility

The visualization offered by Viz!NetSec harmonizes the network configuration
of the devices, regardless of their brands. The node-link diagram masks the com-
plex configurations and segmentations offered by the SDN structure, and sim-
plifies the representation of the network layout as flattened connections between
switches, routers, and end-point devices. While in a traditional router interface,
disconnecting devices might be a few clicks away, Viz*NetSec users manipu-
late the interactive graphical representation to isolate or disconnect the device
instantly.

Through the interactivity, controls, and visualizations offered by Viz*NetSec,
users no longer need to monitor what each smart home device is internally doing.
Instead of having to disable communications to the outside from within vendor
specific device interfaces and trust the device to adhere to that, the trust is
shifted towards the network management system that gathers the data for the
visual feedback and executes the user’s commands given within the visualization.
By that design, the visualization reflects information from the network interface.
This goes as far as assisting the user in identifying devices that the user was not
yet or no longer aware'® of, detecting changed communication behavior!'® or that
do not need a steady connectivity to the Internet.

Future Work: User studies are needed to identify new features, fine-grained
controls that users deemed necessary to enhance their privacy and their control
thereof, and to redefine the scope of potential future directions such that they
align with real-life user (attack) scenarios.

Moreover, the aspect of dynamicity is generally applicable in both directions,
i.e. on the one hand the visualization is directly influenced by the underlying
network’s activity and reflects its configuration. On the other hand, the interac-
tions with the visualization get directly reflected in the network’s configuration.
While our prototype exposes initial work for both directions, future work is
planned: We want to add a feature to visualize most current communications,
alike the interface of EtherApe (see Fig. 4a). Furthermore, users should visually
be able to replay past communication behavior, and review previous network
communications. The latter may enable users to familiarize what the devices’
communication behavior is'” when they are not watching them. From a security
point of view such a screen shot could be triggered if an additionally deployed
intrusion detection system (IDS) would signal an alerting behavior.

!5 Ethnographic studies called it “lovingly neglected infrastructures” (in the German
original its “liebevoll vernachlassigte Infrastrukturen” [12]).

16 Just on 9th Jan. 2024 a user wondered “Why is my LG Washing Machine using
3.6 GB of data/day?” https://twitter.com/Johnie/status/1744556503183585471
(accessed 31.01.2024).

17 This could enable them to find devices scanning the network using broadcasts or
washing machines sending data to the Internet like discussed in footnote 16.
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5 Conclusion

We present Viz*NetSec, a network visualization for helping home users to
dynamically configure their network and thus increase security and privacy in
a smart home system context. As the number of connected smart home devices
(SHD) continues to grow, techniques such as Software Defined Networking (SDN)
have emerged as an effective way to help user reinforce or adjust their network
policies. Viz*NetSec implements node-link diagram to reflect complex concepts
such as network microsegmentation [44] that a modern SDN offers — all within
software so, without requiring the user to buy additional hardware switches or re-
cable a network. It is integrated as a card to Home Assistant, a well-maintained
open-source integration tool for smart homes. We choose Home Assistant because
it nicely consolidates various smart home devices under a single interface regard-
less of their manufacturers [16], and Viz*NetSec does the same offering a vendor-
agnostic visualization and control of network communication of various devices
without the need to understand vendor specific user interfaces.

Viz*NetSec features a simple, customizable tree-like representation of the
underlying logical network. Its interactivity enables home users to dynamically
adjust their network policies (such as connectivity to the Internet) and receive
instant visual feedback upon every update. All in all, our approach to Viz*NetSec
combines a visualization for simple smart home tasks with a support for dynam-
icity of the visually exercised controls.

The software code of the current prototype, as well as step-by-step
setup instructions are made available online (https://github.com/pfeifer-j/
visualization). In its current prototype version, Viz*NetSec visualizes the net-
work layout configured using an underlying SDN and empowers the user to con-
trol each device’s connectivity within such a network. Already the current proto-
type stage’s initial features helped us identify future research directions towards
novel visualizations and dynamic interactions techniques to, on one hand, visu-
alize the variety of information gathered from an SDN-based architecture, and
on the other, hand ease the facilitation of its rules for fine-grained control.

Finally, one could add metrics based on an automated assessment of the
security-posture or a privacy-increase. Hence, a given network configuration for
a specific device or set of devices would get a score. This could lead to users
sharing such “best” configurations leading to a gamification [10] of increasing
the privacy and security of smart home networks.

Acknowledgments. The work of Pohls and Pfeifer was funded by the Bavarian Min-
istry of Science and Arts (Germany) under the ForDaySec.de project.
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Abstract. Smart locks can be used to improve door security. However,
code- (e.g., PIN and passwords) and biometric-based (e.g., fingerprints
and faces) authentication methods in smart locks can be spotted, limit-
ing their usability in real life. In this study, we present an authentication
method that uses a gesture to open a door (opening gesture). In this
method, the user performs their own opening gesture to open a door,
then authentication is performed based on the unique behavioral char-
acteristics of their opening gesture. This design may have the following
merits. First, the user can design their opening gesture in a way that
reflects their preferences, making the gesture easily memorable. Second,
it is difficult to imitate the movements since they inherently contain indi-
viduality. Finally, an opening gesture, unlike a biometric features such as
a face or fingerprints, can be changed if it is duplicated by an attacker.
To examine the idea of our authentication method, we asked partici-
pants to design their own opening gestures and perform them for data
collection. Capacitive sensors, pressure sensors, and an IMU were used
to measure the movements of the gestures. The results showed that a
Random Forest with 11 gestures could reach an average precision rate
of 0.816 and an average FAR of 0.015. Our shoulder hacking experiment
with 8 participants showed that our system archived a FAR of 0.000 for
the imitated gestures by nonusers. These showed resistance to imitation
by attackers.

Keywords: motion-based authentication - door - behavioral
biometric - inertial measurement unit - touch pressure - capacitive
sensing - personal characteristic

1 Introduction

Smart locks can be used to improve door security. However, code- (e.g., PIN
and passwords) and biometric-based (e.g., fingerprints and faces) authentica-
tion methods in smart locks can be spotted, limiting their usability in real life
[30]. Knowledge-based methods are vulnerable to shoulder hacking [10]. While
biometric-based methods are the potential to be duplicated for abuse. For these
reasons, users might hesitate to use these authentication methods [10,13].
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In this study, we present an authentication method that uses a gesture to
open a door (opening gesture). In this method, the user performs their own
opening gesture to open a door, then authentication is performed based on the
unique behavioral characteristics of their opening gesture. This design may have
the following merits. First, the user can design their opening gesture in a way
that reflects their preferences, making the gesture easily memorable. Second, it
is difficult to imitate the movements since they inherently contain individual-
ity. Finally, an opening gesture, unlike a biometric features such as a face or
fingerprints, can be changed if it is duplicated by an attacker.

To examine the idea of our authentication method, we asked participants to
design their own opening gestures and perform them for data collection. With
these data, we examined the performance of our authentication method. The
results showed resistance to imitation by attackers. The contributions of our
work can be summarized as follows:

— We analyzed user-defined opening gestures to elicit common features, finding
Code-Length, Number-of-Fingers, and Finger-Identity to be the most pre-
ferred.

— The user and nonuser performance showed that there may be a trade-off
between imitation resistance and overall authentication accuracy.

— Opening gestures were found to be feasible for interaction, and were an effi-
cient, accurate, and private authentication technique for the doorknob.

2 Related Research

Currently, widely commercialized products adopt two major authentication
methods: code- and biometric-based, which are simple to use and can achieve
high authentication performance. To improve the performance of authentication,
researchers have proposed leveraging a wider range of features [10,13,22]. For
example, capacitance can identify users based on their hand shapes on touch
screens [9], while bioimpedance differences across users’ forearms have been
explored [7]. Pressure sensors have been utilized to recognize users based on
their touch force on an object [15,16]. Another approach recognizes users by
extracting their motion characteristics with an inertial measurement unit (IMU)
[5,12,17]. Since these sensors are inexpensive compared to sensors used for fin-
gerprint, face, or iris recognition [3,4,6], we combine these sensors to achieve
more robust and inexpensive authentication. In this section, we mainly reviewed
authentication methods leveraging capacitive sensing, pressure sensing, and IMU
sensing.

There are challenges with code- and biometric-based methods. Code-based
authentication is prone to shoulder hacking when used in public. Memorable
passwords are often easy to break, while it is difficult to remember secure pass-
words [20]. Biometric-based authentication relies on the user’s unique physical
characteristics, thereby ensuring high security. However, users may hesitate to
use such technology due to privacy concerns, since immutable biometric fea-
tures carry significant risks when duplicated [22]. To meet to these challenges,
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researchers have proposed a motion-based authentication method (e.g., [2,28]).
It leverages dynamic biometric features of gestures to improve code memorabil-
ity. In this section, we compare our work with research on authentication that
utilizes biometrics features.

2.1 Authentication Methods Leveraging Capacitive Sensing

The capacitive touch screen is the most common interaction interface on today’s
mobile devices. Due to its sensitivity to the human body, many researchers have
tried to leverage it for authentication. CapAuth [9] authenticates user based
on the contact area on which they place their fingers on the screen. Bodyprint
[14] uses the capacitive touch screen of smartphones as an image scanner to
authenticate the users based on the contact features of different body parts
(e.g., ear, palm, and finger). These methods rely on static biometric features for
authentication, which may be insecure if they were duplicated [22].

Dynamic biometric features have been tried to solve this concern. Rilvan et
al. [26] used the frames of capacitance data while swiping on a capacitive touch
screen for authentication. Feng et al. [8] extracted features from gestures on a
capacitive touch screen to perform authentication by combining these data with
additional IMU sensor glove information. Similar to Bodyprint, BioTouch [31]
utilizes a capacitive touch screen on a smartphone for image scanning, authen-
ticating users based on the touch motion feature of the finger. These methods
using capacitive sensing illustrate the feasibility of motion-based authentication.
Similarly, we employ opening gestures that were private and potentially efficient,
given their execution feasibility.

2.2 Authentication Methods Leveraging Pressure Sensing

Pressure sensing is widely used for authentication because it can be unique to
users, and thus difficult to imitate. Abbas et al. [1] proposed a user authenti-
cation method based on behavioral biometrics during the interaction of tapping
on simple shapes (circle, square, rectangular, triangle, cross, and check-mark),
utilizing 25 features, including coordinates, duration, distance, and velocity and
employing supervised learning. Use the Force [15] explicitly combines touch pres-
sure with pin code, significantly expanding the code space and achieving higher
security. Pelto et al. [24] created more intricate and personalized touch dynam-
ics for authentication by enabling users to simultaneously touch the screen of
mobile devices with multiple fingers.

These methods improve the accuracy of traditional authentication technolo-
gies by utilizing touch pressure, while also limited hacking resistance. Notably,
no methods reviewed shoulder hacking. In contrast, we assess the resistance of
our method to shoulder hacking through experiments.

2.3 Authentication Methods Leveraging IMU Sensing

Other methods authenticate users by extracting their motion characteristics with
IMU sensors. Liu et al. [18] leveraged built-in IMU sensors on smartphones
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to gather biometric features from the vibrations of the user’s lower jaw and
attempt authentication. Feng et al. [8] performed authentication by extracting
features from IMU sensor glove information when touching the screen. Similar
to capacitive sensing, these methods using IMU sensing have demonstrated the
feasibility of motion-based authentication.

2.4 Authentication Methods Leveraging Opening Gesture

Code- and biometric-based methods can be spotted, limiting their usability in
real life [30]. Researchers have proposed dynamic authentication methods, which
track features continuously to avoid static authentication behavior. SmartHandle
[11] attempts authentication by attaching an IMU to a doorknob and collecting
the trajectory and speed of hand movements when opening a door. SenseHandle
[27] uses swept frequency capacitive sensing and an acoustic sensor in addition
to a IMU to capture interactions when opening a door for authentication. In
contrast to these systems, we attempt to use pressure, capacitive, and inertial
sensing for opening gesture authentication.

3 Exploring the Design Space of Opening Gestures

In this section, we ask participants to design opening gestures for authentication
in real-life scenarios, exploring the design space of practical opening gestures.
Additionally, we evaluate the authentication performance of data collected from
the participants.

3.1 Participants

We recruited 10 participants from the same laboratory as the authors (all male,
M = 23.3 y.0., SD = 2.06 y.0.) as volunteers. Of the participants, nine were
right-handed, and one was ambidextrous. Regarding the direction in which their
door opens at home, six answered that it opens to the left, while four answered
that it opens to the right.

3.2 Hardware

The door that was used had a doorknob with a width of 135 mm, a diameter of
15 mm, and a shaft diameter of 20 mm. The height from the floor to the center
of the shaft was 1000 mm, and the door opened it opens to the left (Fig. 1a). We
wapped the doorknob with copper tape as electrodes to measure its capacitance.
A capacitor was charged through a digital output pin of a microcomputer with
a 1 MQ resistor in series. On the discharge (measurement) side, the copper tape
was connected in parallel with the charging side, featuring a 1 k() resistor in
series, and linked to a digital input pin of the microcomputer for capacitance
measurement. The capacitance was determined by measuring the time required
for charging. The door was conductive and magnetic. The doorknob part was
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@

Capacitive sensor

Fig. 1. Hardware installation on the door handle. (a) Front view and sensor placement.
(b) Example of gesture demonstration.

nonconductive and nonmagnetic, but considering the influence of the door itself,
we wrapped it with insulating tape before wrapping it with copper tape. A
pressure sensor (Alpha’s MF01A-N-221-A04) was installed at the center of the
top of the doorknob handle. An IMU (Akizuki Tsusho’s AE-LSM9DS1-12C) was
installed at the center of the top of the doorknob shaft. Arduino Uno R3 was used
as a microcomputer to receive data from each sensor and to measure capacitance.

3.3 Procedure

Similar to code-based authentication, opening gestures are designed by individ-
ual users. Therefore, similar to existing research [29,30], we asked the partic-
ipants to freely design their preferred opening gestures for authentication and
analyzed the features they exploited in the design of their own opening gestures.

After explaining our idea to the participants, they were asked to design
opening gestures. The instruction was, “Please design opening gestures for
authentication in this scenario that you would like to use in real life.” To
inspire participants to design their own opening gestures, we introduced them to
seven features frequently used in other gestures and pressure-based interaction
methods [19,21,25], such as Code-Length (number of times to turn the door-
knob), Touch-Pressure, Number-of-Fingers (for grasping the doorknob), Touch-
Duration, Finger-Identity (order of the fingers used to touch the doorknob),
Gripping-Hand (e.g., both hands or right hand) and Touch-Location. During
the design, the participants were encouraged to include any other features they
liked and were free to test their gestures until they were satisfied. After this,
the participants were asked to reveal their gestures by demonstrating them to
the experimenter and noting them in the questionnaire. They were also asked
to describe the features they had used in their designs in the questionnaire.
Then, each participant performed the gestures they designed 20 times (Fig. 1b),
which involved performing them 10 times, taking a 60-seconds break, and then
performing them another 10 times.
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3.4 Results

In total, we collected 11 opening gestures (9 participants x 1 gesture +1 partic-
ipant x 2 gestures). Table 1 and Fig. 2 show the gestures that were noted in the
questionnaire. Although the participants were allowed to use any features they
liked, almost half of the gestures (designed by P1, P3, P4, P6, and P10) were
based on opening motions without many distinctive features.

Table 1. Opening gestures designed by the participants. Note that P2 designed two
gestures.

Participant | Opening Gesture

P1 Placing the thumb on the shaft and turning normally

P2 Grasping the doorknob with the left hand and turning it once. Grasp-
ing the doorknob firmly with the left hand and turning it downward

P3 Turning the doorknob using the little finger, ring finger, and middle
finger

P4 Turning the doorknob for roughly 0.5s with enough grip strength for

turning it, with the fingers other than the thumb of the right hand,
placing each finger between its second and third joints on the handle

P5 Touching the inside of the lever, then touching the outside and turn-
ing it once

P6 Grasping the doorknob by the left hand, with the thumb under the
doorknob, and then turning it quickly

p7 Grasping the doorknob from the little finger to the index finger and
then turning it

P8 Without thinking, turning the doorknob with the right hand in the
shape of a thumb-up

P9 Grasping the doorknob, turning it once, returning it to its original
position, and turning the doorknob again

P10 Holding the knob with the base of the fingers other than the thumb

and turning it with the thumb in a neutral position in the air

There was an average of 4.00 features (SD = 1.10) used in the design of
eash gesture. Figure 3a shows the number of gestures that were leveraged each
feature. In total, Code-Length was the most frequently used feature (used by all
participants). Meanwhile, roughly half of the gestures leveraged Touch-Pressure,
Number-of-Fingers, Finger-Identity, Gripping-Hand, and Touch-Location. In
comparison, Touch-Duration was only used in a few gestures.

We analyzed the distribution of the features in the gestures, as shown in
Fig. 3b. Because Finger-Identity and Touch-Location were dependent on other
features, we did not analyze these two features. As shown in Fig. 3b, the Code-
Length of 90% of gestures was only 1, implying that the participants favored
short gestures. Of the Touch-Pressure 75% included a neutral grip, suggesting
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Fig. 2. Gestures designed by the participants.

that participants were not very concerned with pressure. Similarly, 100% of the
Touch-Duration was 0.5, suggesting that participants were not very concerned
about the duration. Regarding Number-of-Fingers, 86% of gestures leveraged
four or more fingers, while 14% leveraged three fingers suggesting that the par-
ticipants preferred opening gestures with a stable grip. Half of the Gripping-Hand
gestures were performed with either hand, suggesting that both the left and right
hands could be used to turn the doorknob. However, the participant who did
not mention the hand for gestures opened the door with their left hand in this
experiment, since the doorknob used was a left-opening type.

3.5 Feature Visualization

Eleven sensors (a capacitive sensor, a pressure sensor, three axis acceleration
sensors, three axis gyro sensors, and three axis magnetic sensors) were used to
measure the motion of the opening gestures (Fig. 1a). Similar to Ohmura et al.
[23], we obtained a feature vector of 56 dimensions (11 sensors x 5 features
+ 1 duration feature), with fatures being the mean, variance, standard devia-
tion, kurtosis, and skewness of 11 sensors, and the duration of the gestures. The
principal component analysis (PCA) showed that the cumulative contribution
rate exceeded 50% after the fourth principal component (Fig.4). Among the
56 features, we extracted 31 by selecting those with an absolute value of main
component scores of 0.2 or higher (Fig.5). Another PCA was performed on the
31 extracted features. Figure 6 shows the results of dimension reduction down
to the second principal component to examine how the participant data were
distributed. As this figure shows, the data were spread out for each participant,
suggesting the possibility that these 31 features could discriminate between par-
ticipants.
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Fig. 3. Analysis of the features used in the gestures in Table1. (a) The number of
gestures with different features. (b) Distribution of the features.

3.6 Machine Learning

The results of 10-fold cross-validation using Random Forest with 31 features
are summarized in Table2. G1 denotes the gesture designed by P1. Since P2
designed two gestures, G2-1 and G2-2 are shown. This table shows that even
similar gestures (G3, G4, G6, G10) can be classified with a precision rate of
0.94 or higher. This also shows that complex gestures (G1, G2-2, G5) can be
classified with a precision rate of 0.87 or higher. However, some gestures (G2-1,
G7, G8) were shown to be inaccurate, with a precision rate of 0.48 or lower. In
the future, these inaccurate gestures should be analyzed.

4 Experiment: Shoulder Hacking

To explore whether it is possible to reject gestures made by nonusers, we con-
ducted another experiment to examine the vulnerability of opening gestures to
shoulder hacking.
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Table 2. Authentication performance. Gesture G1 denotes the gesture designed by
P1. Since P2 designed 2 gestures, G2-1 and G2-2 are shown.

Gesture Gl | G2-1|/G2-2/G3 G4 G5 |G6 |G7 |G8 |GY9 |GIl0 |Average
Precision rate | 0.875 | 0.483 | 1.000 | 1.000 | 1.000 | 1.000 | 0.941 | 0.250 | 0.700 | 0.727 | 1.000 | 0.816
F-measure 0.77810.571 1 0.963 | 0.974 | 0.919 | 1.000 | 0.865 | 0.187 | 0.467 | 0.516 | 0.750 | 0.726
FAR 0.010 | 0.077 | 0.000 | 0.000 | 0.000 | 0.000 | 0.005 | 0.046 | 0.015 | 0.015 | 0.000 | 0.015

4.1 Participants

We recruited eight participants from the same laboratory as the authors (all
male, M = 22.8 y.o., SD = 0.66 y.0.) as volunteers. Six were right-handed, one
was left-handed, and one was ambidextrous.

4.2 Procedure

The same door used in Sect.3 was used to collect the data. The experiment
consisted of the following two phases.

Data Collection. Three out of the eight participants (users) participated in
the data collection. As in Sect. 3.3, we asked the participants to freely design
their desired opening gestures for authentication.

After we had explained our idea to the participants, they were asked to
design opening gestures. The instruction was, “Please design opening gestures
for authentication in this scenario that you would like to use in real life.” To
inspire the participants to design their own opening gestures, we introduced
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them to the seven features mentioned earlier. In their designs, the participants
were encouraged to include any other features they liked and were free to test
their gestures until they were satisfied. After this, they were asked to reveal the
gestures by noting them in the questionnaire. They were also asked to enumer-
ate the features they had used in their design among the seven features in the
questionnaire. Then, each participant performed their designed gesture 20 times
(Fig. 1b), by performing it 10 times, taking a 60-s break, and then perform-
ing it another 10 times. The participants’ hand movements were video recorded
(Fig. 7).

Hacking. After the data collection, we conducted a hacking experiment. Five
participants (nonusers) who had not participated in the data collection took
part in this experiment, which was divided into two sessions.

In the first session, the participants were asked to watch a video (Fig.7)
recorded during the data collection and imitate the three gestures designed by the
users. While imitating the gestures, they were asked seven features used in the
gestures by filling in the questionnaire used in Sect.4.2. Then, each participant
performed each of the three gestures 20 times.

In the second session, the participants were asked to imitate the gestures by
watching the video and the seven features answered by the users in the data
collection. Then, the participants performed each of the three gestures 20 times.

il

Fig. 7. Example of a gesture video.

4.3 Results

In total, we collected three opening gestures (3 users x 1 gesture). Table 3 shows
the gestures designed by the users, that had been noted in the questionnaires.
We counted the features in these gestures (Fig.8). Because Finger-Identity
and Touch-Location were dependent on other features, we did not count them.
As shown in Fig. 8b, nonusers could roughly estimate the users’ gestures. There
is no difference in the distribution of Code-Length, Number-of-Fingers, and
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Table 3. Opening gestures designed by the users in the data collection.

User | Opening Gesture

Ul |Quickly moving the doorknob down, standing for roughly 0.5s, and then
attempting to open it by turning

U2 |Holding the tip of the doorknob, touching it with the thumb in the shape of a
thumbs-up, turning it twice, and releasing

U3 |Turning the doorknob with the thumb applying force to the thumb

Gripping-Hand, suggesting that these were easy to estimate by nonusers. The
Touch-Pressure was 3 (neutral) or higher by users, whereas 20% of Touch-
Pressure was 2 (slightly weak) by nonusers, suggesting that nonusers estimated
the pressure to be weaker. The Touch-Duration ranged from 1.0 to 2.0s by the
users, while it ranged from 0.5 to 1.5s by nonusers, suggesting that nonusers
estimated gestures to be shorter. However, Touch-Pressure and Touch-Duration
are subjective, with a possibility that the participant’s subjective and actual
pressure differed.

4.4 Feature Visualization

As in Sect. 3, we performed a PCA to examine how the participant data were
distributed. Figure 9 shows the results of dimension reduction down to the second
principal component. In this figure, U1 denotes the gestures designed by the users
#1. NU1 denotes the gesture imitated by the non-user. ‘only-video’ denotes the
first session, in which non-users watched only the gesture video. ‘video&info’
denotes the second session, in which nonusers watched the gesture video and
the features mentioned by the users. As Fig.9 shows, the data were spread out
for each participant, suggesting the possibility that these features could classify
participants. In particular, U3 is scattered with the 1st principal component =
5.0 or higher, while nonusers gestures that imitate users (NU1-NU5 in Fig. 9c)
are classified with the first principal component = 5.0 or less. This indicates that
it may be difficult to imitate even if videos and features are open.

4.5 Machine Learning

We performed authentication by classifying between users and nonusers using
Random Forest. The results are summarized in Table4. Due to an imbalance in
users and nonusers data, we used a Balanced Random Forest. The ratio of test
data to training data was 0.5, indicating that the results show the performance
of our system when a user registered their own gesture 10 times on the doorknob
of the user’s private room.

In this analysis, we conducted two simulations. The first is to test if nonusers
could open the door by imitating users’ gestures. To this end, we trained a model
with 10 users gestures and 200 non-users’ gestures imitating the users’ gestures
and the model with the rest of the data (Ul vs. NU1, U2 vs. NU2, and U3
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Fig. 8. Analysis of the features used in the designed gestures. (a) Distribution of the
features by the users in the first session. (b) Distribution of the features estimated by
the nonusers in the second session.

vs. NU3). The second simulation was to test if nonusers could open the door
by performing random gestures, including the ones where nonusers imitated
users’ gestures. To this end, we trained a model with 10 users’ gestures and 300
nonusers’ gestures and tested it with the rest of the data (U1 vs. all-NU, U2 vs.
all-NU, and U3 vs. all-NU).

The average accuracy and TAR by users and nonusers (U vs. NU) was 0.988.
All FARs were 0.000, showing that users were not misclassified as nonusers.
The average accuracy for nonusers authentication (U vs. all-NU) was 0.975.
The average FAR was 0.025, meaning that other users’ gestures imitated by
nonusers were misclassified as users’ gestures.
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Fig. 9. PCA performed on the extracted features. Dimensions were compressed to
the second principal component and displayed. (a) PCA on the data obtained when
nonusers imitated Ul. (b) PCA when nonusers imitated U2. (¢) PCA when nonusers

imitated U3.
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Ul vs. all-NU had the highest accuracy among all users. However, the Ul vs
NU1 accuracy was lower than that of U3 vs. NU3. U3 vs. NU3 had the highest
accuracy among other users, while U3 vs. all-NU had the lowest accuracy among
all users. This result shows a trade-off between imitation resistance and overall
authentication accuracy.

Table 4. Classification between users and nonusers.

Performance | Ul vs. NU1 | U2 vs. NU2 | U3 vs. NU3 | Ul vs. all-NU | U2 vs all-NU | U3 vs all-NU
Accuracy rate | 0.982 0.982 1.000 1.000 0.980 0.946
Precision rate | 1.000 1.000 1.000 - - -

Recall rate 0.800 0.800 1.000 - - -

F-measure 0.889 0.889 1.000 - - -

TAR 0.982 0.982 1.000 - - -

FAR 0.000 0.000 0.000 0.000 0.020 0.054

5 Discussion and Future Work

Opening Gestures in Authentication. In Sect. 3, we analyzed the opening gestures
based on users’ preferred features. In Sect. 4, we showed that our system has a
FAR of 0.000 for nonusers imitated gestures and an average FAR of 0.025 for
all nonusers gestures. Therefore, the opening gestures have the potential to be
used for authentication.

User-Designed Gesture Implications. In Sect.3, Code-Length, Number-of-
Fingers, and Finger-Identity were the most preferred features when designing
opening gestures. This result not only supports the design of our system but
could also direct interaction techniques based on opening gestures (e.g., recog-
nizing persons entering/leaving and operating IoT devices to control lights or to
play music when a door is opened/closed).

Future Work. We showed Code-Length, Number-of-Fingers, and Finger-Identity
to be the most preferred features. However, there is a possibility that other fea-
tures (e.g., Touch-Pressure, Touch-Duration) might not align well with our sys-
tem. We plan to improve the system to sense other features during opening and
explore the feasibility of using these features. In addition, our participants were
highly homogeneous in terms of age. Validating the performance with added par-
ticipants is also needed. Furthermore, since opening gestures could change over
time, even if users intentionally intend to maintain them, a long-term evaluation
of our system is necessary.
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6 Conclusion

We presented an authentication method using opening gestures.

Analyzing the participants’ defined gestures showed that Code-Length,
Number-of-Fingers, and Finger-Identity were the features they preferred the
most. Our system was implemented on a door, testing its authentication perfor-
mance on data from 10 participants. Capacitive sensors, pressure sensors, and an
IMU were used to measure the movements of the gestures. The results showed
that a Random Forest with 11 gestures could reach an average precision rate of
0.816 and an average FAR of 0.015.

Our shoulder hacking experiment with 8 participants showed that our system
archived a FAR of 0.000 for the imitated gestures by nonusers. An average FAR
of 0.025 for all gestures was shown. For these reasons, the users and nonusers
performance also showed that there might be a trade-off between imitation resis-
tance and overall authentication accuracy.

In the future, we will use a system that senses more features to verify the
actual performance. Additionally, we will examine the system’s performance by
long-term evaluation, since opening gestures might change over time.
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Abstract. Although engaging with Quick Response (QR) codes presents a secu-
rity risk, little observational data exists exploring the impact of informational
cues on engagement. While naturalistic observations of on and off-campus QR
code engagement by Vidas et al. (2013) demonstrated that curiosity instead of
informational-driven needs motivate engagement, it seems informational cues
should play a role in security-based decisions. Over a decade later, our study
investigates naturalistic engagement with QR codes on campus with a focus on
flyer informational cues. The flyers were placed in busy campus areas and reg-
ularly checked for visibility by research assistants. We captured the number of
users engaging with the QR code by flyer type (i.e., blank, university logo only,
phishing job ad). Study participants were asked to complete a brief survey sharing
their security experience, motivations, and predicted future behavior. Our flyer
engagement was low, similar to Vidas et al. (2013), particularly considering the
size of our campus student population. We showed that the engagement across the
flyer types increased as informational cues increased. It is encouraging to see low
engagement, given these suspicious flyers. This shift towards information seeking
over simple curiosity most likely reflects users’ greater awareness of QRishing
attacks.

Keywords: Cybersecurity - Human Factors - Phishing

1 QR Codes: Human-Centered Cybersecurity

End-users often overestimate their cybersecurity expertise and capabilities [1]. Users
often lack the cybersecurity knowledge and means to protect themselves. As techno-
logical systems from work and home computing environments merge [2], impacted
assets from a security breach can be both personal and organizational. A lack of situa-
tional awareness can carry significant costs for our economy. Maintaining an appropriate
amount of knowledge is difficult as technology quickly evolves. We recently saw a soci-
etal increase in Quick Response (QR) code usage - especially in marketing. It even made
for a memorable Super Bowl ad in 2022 [3]. Coinbase had a sixty-second ad showing
only a colorful QR code moving across the television screen. Coinbase engaged their
audience by drawing on their curiosity [4, 5]. QR codes hide their target in a visual code.
Those square matrix barcodes allow us to access websites, offers, and coupons. Histori-
cally, they are used to allow easy website access, but barriers initially slowed widespread
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adoption. Now, most cellular phones have cameras, the code is easy to manufacture, and,
as a result, QR codes have been adopted in numerous industries [6, 7]. Global QR code
usage has quadrupled from 2022 to 2023 [8]. The most popular usage includes URLs
(46%), files (31%), vCards (7%), and social media links (4%). The pandemic brought
QR codes back to the forefront through the use of contactless payments, menus, and
check-ins [8]. This growth has increased phishing attacks [9].

Phishing is defined as an act of deception intended to steal a person’s private infor-
mation. Conventionally, we think of phishing attacks as when someone sends you an
e-mail posing as a legitimate source (e.g., their bank) to gain access to your personal
data (e.g., bank account information). These attacks can lead to monetary and privacy
losses for unsuspecting users. Phishing attacks are social engineering attacks [10, 11],
because they focus on exploiting the human element instead of a technical hack. Cyber
defenders introduced security indicators meant to help prevent end-users from falling
victim to browser phishing, but the indicators still failed to offer significant protection
[12, 13]. For example, Alsharnoby, Alaca, and Chiasson (2015) showed only 53% of
phishing websites were detected even when participants were primed to identify them.
Along similar lines, it was found that users spent very little time looking at the security
indicators. Historically, phishing attacks have taken the form of webpages or emails;
however, in recent years, new forms of this attack are gaining in popularity [14]. For
instance, QR codes can be deployed by attackers in public areas. For example, malicious
QR codes have been planted near or onto parking meters, which drivers typically scan
during the parking payment process. If the wrong QR code is scanned, their payment
information and login credentials are stolen through a counterfeit website [9]. It is chal-
lenging to prevent hijacking attacks as QR codes are used on a massive scale and they
are scanned in uncontrolled environments [15]. Therefore, we must depend on users’
ability to identify a QRishing attack. For example, in the parking payment process, users
should check for stickers placed over existing QR codes. Similarly, users should pause
and search for trustworthy informational cues (e.g., branding and the appropriateness of
content given the surroundings) before scanning a QR code.

2 End User Vulnerability and Risk Mitigation

QR codes give users an efficient way to access URLs and files on mobile devices by
preventing the need to type long addresses. They are familiar to the public and employed
in contexts that are high stakes (e.g., providing personal information during a hotel check-
in). Unfortunately, hackers are using the platform maliciously [16]. Whether the attackers
are covering a legitimate QR code or planting a QR code, users are becoming victims of
cyber-attacks. According to ReliaQuest’s report (2023), QR code attacks increased 51%
between January and August. They claim this increase in attacks is due to the prevalence
of phones with QR code scanners and due to users interacting with those codes without
consideration of authenticity.

To mitigate risk, users must understand how a QR code can be malicious. It can
send users to compromised websites to install malware, present them with a fake login
page, or exploit a software bug to infect their phone. Next, they need to know what to do
before scanning a QR code to help mitigate risk. Users need to determine whether the
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QR code in the sticker or flyer form is trustworthy. For example, does the flyer contain
enough informational cues to judge trustworthiness? Making a good decision requires
you to check the surface for modifications (i.e., sticker covering the original QR code),
consider the creator (i.e., do you know them), and the genuineness of the flyer. Similar
to e-mail and website phishing attacks, end-users should look for red flags.

Kumar et al. (2022) surveyed end-users of QR codes and found that more than half
had safety concerns when using a QR code. They reported looking for informational cues
like brand logos or QR codes with higher pixel density and larger sizes. Unfortunately,
over one-third of those surveyed reported no concern for their safety during QR code
usage. It appears many users are aware of threats associated with QR code usage and
are looking for cues to determine trustworthiness.

Over a decade ago, Vidas et al. (2013) examined some aspects of how user engage-
ment is impacted by informational cues. They posted over one hundred QR flyers in
public locations in Pittsburgh, Pennsylvania. Three types of flyers were employed: 1.
QR code only (with and without usage instructions) 2. QR code with research study
recruitment information 3. Rip-off tabs only without QR code for the same research
recruitment information. Across four weeks, 61% of the flyers had been scanned by at
least one person. Notably, most of the users (i.e., 75%) stated they scanned the QR code
out of curiosity. They found that few wanted to learn more about the flyers’ content. To
further support this perspective, they found that as informational cues increased, engage-
ment decreased. That is, viewers were more likely to visit the URL associated with the
QR code only than the QR code surrounded by research study recruitment information.
Vidas et al. (2013) also performed a follow-up surveillance study on their university
campus to examine how many viewers subsequently scanned the QR code and contin-
ued to the target URL. They provided evidence that most users scanning a QR code (i.e.,
85%) continue to the URL.

We investigated the usage of QR codes in a naturalistic setting similar to Vidas et al.
(2013) but focused on the impact of informational cues on engagement. We examined:
1) How often university students scan QR codes on flyers and 2) Whether engagement
would be impacted by informational cues on QR code flyers. We used three flyer designs:
blank, university logo, and fake job ad. The blank flyer only showed the QR code. Given
the lack of any informational cues, this QR code should not be scanned. The QR code
with the university logo was expected to create some trustworthiness by association with
a trusted brand (c.f., Kumar et al., 2022). Finally, the fake job ad was intended to create
the most trust; it aligned the message with the surrounding context, and the flyer showed
the name of the supposed creator. Because it was a fake ad, the name on the ad, Dr.
Amy Miller, was not an employee of the university, but the content of the ad - seeking
student help and offering flexible scheduling - seems to be a conventional message for a
university campus. We predicted that engagement would increase as informational cues
on the paper flyers increased.
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3 Studying University QR Interactions

3.1 Addressing Ethical Concerns

To accomplish the research aims of this study, data had to be collected in the real world.
Collecting naturalistic QR code usage behavior in a traditional laboratory environment is
impossible. According to the university IRB, we had two ethical concerns to address with
this study. First, the design is not a conventional naturalistic observation; it is a contrived
observation because the flyers were placed in the environment for the express purpose
of this study, and we manipulated the flyer design. Although the aim of the study was to
examine factors that contribute to risky QR code use, it was important to provide standard
protections for participants as well as to provide more immediate positive outcomes for
participants. To this end, participants’ data remained anonymous. No unique identifying
visitor information was recorded for those who used the QR code and technical data
that was collected from the encounter (e.g., browser, OS, screen resolution, geographic
region) was described to the participant. The PI’s contact information was provided for
those who had further questions. In addition to this, participants were provided with
guidance for safe QR code practices. This is the first paragraph they encountered:

QR codes direct you to a link you may not be able to see. Due to this, it is important
that you only scan QR codes when it is necessary and when you have taken the time to
decide if the QR code should be trusted. This is because sometimes people will use QR
codes to redirect you to websites that aim to steal your information. If it is possible, try
to preview the link the QR code sends you to before deciding to go to the link. Also, if
possible, try searching online for the information or manually typing the website link
instead of scanning the QR code. It is important that you slow down and consider not
all QR codes will direct you to legitimate websites, even if the QR code appears in a
legitimate location or expected location. For detailed information on QR code risks and
remedies, please read the announcement created by ODU IT security and planning.

Following this introduction, they learned about the risks of using QR codes and how
they can be used maliciously (e.g., cyber attackers can direct them to a fake login; attempt
to collect personal information). They learned to protect themselves against malicious
QR codes (e.g., never scan a QR Code from an untrusted source; check for stickers).
At the end of the risks and remedies educational piece, they were provided a URL to
more cyber security and information security tips [18]. Finally, participants were asked
to complete a follow-up five-question survey as part of the study or, if they were finished,
to close the page. The IRB committee approved all stimuli and procedures.

3.2 Procedure

Three flyer designs varied the amount of informational cues available to the viewer and
were distributed across campus. The flyers were posted on bulletin boards in the student
library, university student center, and engineering building for a duration of one week.
After the week, the codes were moved to a new location. The order was counterbalanced,
so after three weeks, all three QR codes were displayed once in each of the buildings.
The QR code availability was reviewed every two to three days to ensure it was still
visible on the bulletin board. The QR code would direct participants to Qualtrics when
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scanned. Participants were informed the QR code was part of a research study, and then a
description of the associated risks of interacting with QR codes and recommendations for
ways to limit risk were provided. Anonymous user data were collected, including viewing
time, browser type, OS version, operating system, and screen resolution. Participants
then had the option to respond to five survey questions:

. Have you been trained in cybersecurity in the past?

. Do you consider yourself a cybersecurity expert?

. How concerned are you with cybersecurity?

. How frequently do you plan to scan QR codes in the future?
. What motivated you to scan this QR code?

| O R N R

3.3 Apparatus and Stimuli

Three flyer designs were created and printed: blank, with a university logo, and a fake
job ad (taken from an e-mail Phishing example). The blank flyer had no additional
information cues; it only showed the QR code (see Fig. 1). The QR code with the
university logo was intended to have more credibility via association with a trusted
brand (see Fig. 2). Finally, the phishing flyer for the fake job was created with the intent
of aligning the QR code message with the surrounding university research context; to
further increase credibility, it included the name of the supposed creator (see Fig. 3).
Those who scanned a QR code flyer were directed to the Qualtrics platform where they
had access to information about the study and had the option to complete the five-item
survey.

3.4 Participants

Our possible participants included anyone within our large university population located
in the southeastern region of the United States of America (55% females: 18,678 under-
graduate and 4,816 graduate enrollment) as well as visitors to campus. Twenty-two
participants scanned the QR code flyers. The following anonymous user data were col-
lected: browser type (Chrome: 8, Safari: 14), Phone Platform (Android: 8, iPhone: 14),
Operating System (Android: 10—-13; iPhone: 15-16), and screen resolution (360 x 760:
4,385 x 854:2,390 x 844: 1,412 x 869: 2,414 x 896: 7, 428 x 926: 6).
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Fig. 1. Blank QR Code Flyer

4 Results

4.1 Viewing Time

Only two participants viewed the QR code Qualtrics information page for more than four
seconds (i.e., 57 s and 110 s). These participants were associated with the university logo
flyer (see Fig. 2). Those two participants were also the only ones who completed the
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Fig. 2. QR Code with ODU Logo Flyer

five-question survey. The majority of the viewers bounced on page arrival (n = 17) in
less than 2 s. The remaining participants only skimmed the landing page (n = 3) for less
than 5 s.
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Students,

We understand the needs and demands of a student’s schedule, so we offer flexible schedules that
cnable you to carn moncy weekly and keep up with your coursework and extracurnicular
actrvities. Scan this QR code and give me your Telephone number, major/munor and email
address for more details

Ihank you so much!

Dr. Amy Miller

Fig. 3. QR Code Phishing (Fake Job Ad) Flyer. The flyer addresses students and is signed by Dr.
Amy Miller. The body of the message says, “We understand the needs and demands of a student’s
schedule, so we offer flexible schedules that enable you to earn money weekly and keep up with
your coursework and extracurricular activities. Scan this QR code and give me your Telephone
number, major/minor and email address for more details”.
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4.2 Engagement by Flyer Type

The descriptive data clearly suggest that flyer informational cues increase engagement.
Of the 22 user engagements, the blank flyer only got 18% engagement. Adding the
university logo to the flyer captured 32%. While the phishing flyer for the fake job was
the most effective, with 50% of the overall engagement (Fig. 4).

# Blank
Logo
# Phishing

Fig. 4. This pie chart displays the number of interactions per flyer type. The dotted pattern rep-
resents the blank, the square pattern represents the flyer with the university logo, and the diagonal
line pattern represents the phishing flyer.

4.3 University Logo Survey Responses

Unfortunately, most users did not complete the survey. The only two responses were
associated with the university logo flyer. Neither user reported having cybersecurity
training and neither consider themselves to be experts. They were moderately and slightly
concerned with cybersecurity. They were neutral about their planned future QR code
scanning behavior. When prompted about their motivations for scanning the QR code,
both of their responses centered around curiosity (e.g., why is the QR code blank?).

5 Discussion

In this study, we obtained a measure of QR code engagement on a large university cam-
pus in the southeastern region of the United States of America. Given the size of our
campus student population, we discovered that engagement with our QR codes was low.
While this level of engagement was similar to a previous on-campus study [5], the total
number of engagements (22 users) was unexpectedly low. Because engagement was
indexed only by participants who followed the QR code link, it is possible that other
methods of engagement were missed. For instance, overall engagement rates might be
higher if engagement included QR code use along with the total number of views of
the flyers themselves. Without knowing precise viewing rates, it is difficult to gauge
the exact impact of each flyer design. Even so, we find it unlikely that the flyers went
unviewed. High-traffic locations and sustained visibility were key aspects of this pro-
cedure. Specifically, the flyers were placed in high-traffic campus areas, like the library
and student center, for a week. Second, a research assistant ensured the flyers’ visibility
every two or three days.
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Another consideration tied to engagement is viewer motivation. Due to the natu-
ralistic aspects of the study, it was not possible to know in advance the proportion of
individuals who would encounter each QR code design or predict their individual moti-
vations. For instance, it is possible that more engagement with the phishing flyer was
observed because a high proportion of participants also happened to be looking for a
job. Similar types of motivated searching are less likely to drive interactions with the
other two QR code flyer designs.

Using the QR code out of curiosity, as reported by these two participants, supports
the findings of other QR code studies [4, 5]. Similarly, curiosity and alignment with the
situational context (i.e., needing a job) are reported reasons for falling victim to phishing
scams [19, 20].

Even with the overt report that they used the QR code out of curiosity, data from
two participants must be considered with caution. The majority of the data collected
suggest that informational cues were related to QR code engagement. Specifically, as
we predicted, as informational cues increased, engagement with the flyers increased.
The most scanned flyer was the phishing fake job ad, followed by the university logo
and the blank flyer. Greater engagement with the university logo QR code compared to
the non-branded QR code replicates previous findings [17] that QR code users are more
likely to trust flyers with band logos. The fact that the phishing fake job ad had more
engagement than the simple branded logo, suggests that providing relevant content as
an informational cue can further increase trust. While these results are not consistent
with Vidas et al. (2013) (i.e., QR code-only flyers had the most engagement), we believe
this difference reflects users’ growing awareness of threats associated with QR coding
usage [17]. Although QR code use presents personal and, potentially, professional risk,
we are encouraged to see low engagement with suspect QR codes. This technology, like
others, has advanced to a point that it is easy to use and has wide-ranging appeal. As
usage has increased, agents who create malicious QR codes have become more skillful
at disguising QRishing attacks making it difficult for users to determine risk. Because of
this, users may have to become overly dependent on QR code reader security features.
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Abstract. This paper investigates vulnerabilities in the University of
South Carolina Aiken (USCA) Centre’s IP infrastructure, focusing on
ICS/SCADA network security. The study follows a systematic approach,
incorporating the CIS (Center for Internet Security) security controls
methodology throughout the project phases, including asset identifi-
cation, vulnerability assessment, risk assessment, and flexibility study.
The asset identification phase utilized tools such as Nmap, Maltego
and Lansweeper to comprehensively identify and catalog assets within
the network. Subsequently, the vulnerability assessment phase employed
tools like OpenVAS, Nexpose, Nessus and manual penetration testing
to uncover potential weaknesses. The research team then conducted a
risk assessment using the FAIR (Factor Analysis of Information Risk)
Methodology to quantitatively analyze and prioritize identified risks.
In parallel, a flexibility study was undertaken to assess the system’s
adaptability to potential threats. Collaborating with the technology
service department(TSD), the research team addressed the identified
vulnerabilities. This research paper provides a thorough exploration of
ICS/SCADA network vulnerabilities, offering insights into the effective-
ness of the CIS security controls methodology in enhancing cybersecurity
measures.

Keywords: ICS/SCADA - Cybersecurity - Vulnerablity Assessment -
Operations Center - CIS Security Controls - Factor Analysis of
Information Risk (FAIR) - Network Security * Risk Assessment

1 Introduction

Industrial Control Systems (ICS) and Supervisory Control and Data Acqui-
sition (SCADA) networks constitute the backbone of critical infrastructures,
playing a pivotal role in the seamless operation of essential services. As these
systems become increasingly interconnected and reliant on digital technologies,
they also become susceptible to a growing array of cyber threats. The security of
ICS/SCADA networks is paramount to safeguarding industries such as energy,
water supply, and manufacturing [1].
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This research delves into the intricate landscape of ICS/SCADA network
vulnerabilities, with a specific focus on the operation center’s IP infrastructure
at the University of South Carolina Aiken (USCA). The escalating complexity
of these networks, coupled with the ever-evolving threat landscape, necessitates
a comprehensive exploration of potential weaknesses. Addressing these vulnera-
bilities is crucial not only for protecting critical assets but also for maintaining
the reliability and resilience of the interconnected systems that underpin modern
society.

2 Literature Review

The security of Industrial Control Systems (ICS) and Supervisory Control and
Data Acquisition (SCADA) networks has garnered significant attention in the
realm of cybersecurity due to their pivotal role in critical infrastructure. The
literature on ICS/SCADA security underscores the growing complexity of these
systems and the corresponding increase in vulnerabilities.

Numerous studies have highlighted the evolving threat landscape surrounding
ICS/SCADA networks. Researchers have demonstrated the feasibility of cyber-
attacks targeting critical infrastructure, emphasizing the need for robust security
measures. Incidents such as Stuxnet have underscored the potential real-world
impact of cyber threats on industrial processes, amplifying the urgency for proac-
tive security strategies [2,3].

The adoption of comprehensive security frameworks has become imperative
in addressing the multifaceted challenges of ICS/SCADA security. The Center for
Internet Security (CIS) security controls framework has emerged as a prominent
guideline for enhancing cybersecurity defenses in critical infrastructure settings.
Studies evaluating the effectiveness of the CIS controls have shown promising
results in fortifying ICS/SCADA networks against a spectrum of cyber threats.

Risk assessment methodologies play a crucial role in identifying and pri-
oritizing vulnerabilities in ICS/SCADA environments. The Factor Analysis of
Information Risk (FAIR) methodology has gained recognition for its ability to
provide a quantitative analysis of risks associated with identified vulnerabili-
ties. Research has demonstrated the applicability of FAIR in diverse contexts,
contributing to the understanding of risk in ICS/SCADA systems [4,5].

Asset identification and vulnerability assessment tools are integral compo-
nents of a robust cybersecurity strategy. Studies have utilized tools like Nmap,
Nessus, and OpenVAS for identifying assets and assessing vulnerabilities in
ICS/SCADA networks. These tools contribute to a comprehensive understand-
ing of the network landscape and potential points of weakness.

Collaboration between cybersecurity researchers and industry practitioners
is crucial for addressing identified vulnerabilities. Literature has highlighted suc-
cessful cases where collaboration with technology departments and industry
experts has led to the effective mitigation of cybersecurity risks in ICS/SCADA
environments [6].
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In summary, the literature review reveals a growing awareness of the chal-
lenges posed by cyber threats to ICS/SCADA networks. The adoption of frame-
works like CIS security controls, methodologies such as FAIR, and the use of
advanced tools for asset identification and vulnerability assessment collectively
contribute to the evolving landscape of cybersecurity in critical infrastructure
settings.

3 Methodology

This research integrates a comprehensive methodology, incorporating the Center
for Internet Security (CIS) Critical Security Controls (CIS Controls) for asset
identification, vulnerability assessment, and risk analysis. The research method-
ology integrates the Center for Internet Security (CIS) security controls, a rec-
ognized framework designed to fortify cybersecurity defenses. The study follows
a structured approach, encompassing the following:

— Asset identification

— Vulnerability assessment

— Risk analysis

— Feasibility Study and Effectiveness Evaluation

— Factor Analysis of Information Risk (FAIR)

— Quantifiable risks associated with these vulnerabilities.
e Identify Assets

Identify Threat Scenarios

Identify Vulnerability Severity

Determine Threat Capability

Calculate Risk

Prioritize Risks

Implement Mitigation Measures

3.1 CIS Critical Security Controls (CIS Controls)

Phase 1: Asset Identification: We used sophisticated tools such as Mal-
tego, Nmap, and Lansweeper to systematically enumerate and categorize assets
within the USCA network. Maltego played a pivotal role in visually representing
and linking information, while Nmap and Lansweeper were instrumental in con-
ducting comprehensive network discovery, security auditing, and detailed asset
profiling. This approach is necessary to gain a clear understanding of the devices
being scanned, providing valuable insights for subsequent phases of the process.

Phase 2: Vulnerability Assessment: A thorough examination of identified
assets using tools such as Nexpose, Nessus, and OpenVAS was conducted to
proactively identify and address vulnerabilities within the system. This proac-
tive approach aimed to enhance the overall security posture of the system by
uncovering potential weaknesses and ensuring that appropriate measures could
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be taken to mitigate any security risks. Manual penetration testing was employed
to validate and supplement automated assessments, providing a more compre-
hensive understanding of the system’s security landscape and ensuring robust
protection against potential threat.

Phase 3: Risk Assessment: Leveraging findings from the vulnerability assess-
ment, we systematically assessed the risks associated with each vulnerability. To
further enhance the depth of our risk assessment, we employed the Factor Anal-
ysis of Information Risk (FAIR) methodology. This comprehensive approach not
only facilitates a detailed understanding of potential risks but also enables effec-
tive risk prioritization. By prioritizing risks, organizations can focus resources on
addressing the most critical vulnerabilities, thereby enhancing overall security
posture and mitigating potential threats more efficiently.

Phase 4: Feasibility Study and Effectiveness Evaluation: Conducting a
feasibility study to evaluate the practicality of implementing proposed security
measures, encompassing a thorough assessment of viability and effectiveness,
was the initial step. In collaboration with the Technology Services Department
(TSD), we ensured alignment with organizational goals and addressed techni-
cal feasibility considerations. Once the security suggestions were implemented,
a meticulous testing phase was initiated to reevaluate vulnerabilities, ensuring
their proper resolution and assessing the overall effectiveness of the measures.
This comprehensive approach, from feasibility study to post-implementation
testing, is necessary for informed decision-making, optimal security enhance-
ment, and ongoing risk management.

3.2 Factor Analysis of Information Risk (FAIR)

Phase 1: Identify Assets: Enumerating and identifying assets affected by
vulnerabilities involved a comprehensive assessment that encompassed servers,
printers, applications, and critical systems within the USCA network. This pro-
cess aimed to provide a thorough understanding of the diverse assets scanned
and yielded valuable insights into their information. In addition, we meticulously
sorted the IP addresses, concentrating specifically on USCA’s Operations Centre.
This focused approach has contributed to a thorough understanding of connected
devices, ensuring a comprehensive grasp of the network’s infrastructure.

Phase 2: Identify Threat Scenarios: Identifying potential threat scenarios
for each vulnerability, delving into various methods attackers might employ to
exploit vulnerabilities and compromise the identified assets. Developing 3 to 4
instances for each vulnerability, outlining specific threat scenarios. This com-
prehensive exploration is essential to understanding the diverse ways in which
vulnerabilities can be exploited, providing insights that aid in crafting robust
security measures. By anticipating potential threats, organizations can proac-
tively strengthen their defenses and mitigate risks effectively.
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Phase 3: Identify Vulnerability Severity: Evaluating the severity of each
vulnerability by leveraging findings from Nexpose, Nessus, and OpenVAS. This
assessment considered factors such as Ease of Exploitation, Scope of Impact,
Ease of Detection, Availability Impact, Mitigation Difficulty, and Existence of
Public Exploits. Employing a scoring scale from 1 to 10 for each factor, we cal-
culated averages to derive a final rating. This systematic approach is necessary
to quantitatively measure the potential risk posed by vulnerabilities, providing a
comprehensive and objective basis for prioritizing remediation efforts. It ensures
that resources are allocated effectively, addressing the most critical vulnerabili-
ties that pose significant threats to the security of the system or network [7,8].

Phase 4: Determine Threat Capability: Assessing the capabilities of poten-
tial threat actors who could exploit vulnerabilities, taking into account factors
such as skill level, resources, and motivations. Assigned a score out of 10 to
gauge their proficiency and intent. This evaluation is crucial to understanding
the potential threat landscape and tailoring security measures accordingly. By
comprehensively assessing threat actors’ capabilities, organizations can better
anticipate and prepare for potential attacks, ensuring that defense strategies are
aligned with the likely tactics, techniques, and procedures of adversaries [8].

Phase 5: Calculate Risk: Applying the formula: Risk = (Vulnerability Sever-
ity x Threat Capability) to quantify the risk associated with each vulnerability,
utilizing the values obtained in the previous phase. This calculation is essential
for prioritizing vulnerabilities based on their potential impact and the capabili-
ties of potential threat actors. By assigning a numerical value to the risk, organi-
zations can systematically prioritize remediation efforts, focusing on addressing
vulnerabilities that pose the highest risk to the security of the system or net-
work. This approach ensures a strategic and efficient allocation of resources to
enhance the overall cybersecurity posture [7].

Phase 6: Prioritize Risks: Ranking the calculated risks to prioritize mitiga-
tion efforts, giving precedence to vulnerabilities with higher calculated risks.

Phase 7: Implement Mitigation Measures: Developing and implementing
mitigation measures based on prioritized risks, which involved actions such as
patching vulnerabilities, implementing security controls, or modifying system
architecture. Collaborating closely with the Technology Services Department
(TSD) to comprehensively explain the vulnerabilities and conduct a thorough
study, facilitating the implementation of the most effective security measures.
This collaborative approach is necessary to ensure that mitigation efforts align
with organizational goals, technical feasibility, and the severity of identified risks.

This dual-methodology approach, coupled with collaboration with the Tech-
nology Services Department (TSD), ensures a holistic and effective strategy for
addressing vulnerabilities and enhancing the cybersecurity posture of the USCA
network.
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4 Conducting the Research

Our research for the ICS/SCADA network vulnerabilities at USCA’s Operation
Centre followed a meticulous process, incorporating a series of well-defined steps
to ensure accuracy and depth in our findings.

4.1 Asset Identification and Vulnerability Assessment

In our initial phase, termed the asset identification phase, the project owner
provided us with specific subnets to focus on, includ-
ing xxx.xxx.178.0/24, xxx.xxx.179.0/24, xxx.xxx.182.0/24, xxx.xxx.185.0/24,
xxx.xxx.186.0/24, xxx.xxx.188.0/24, xxx.xxx.190.0/24, xxx.xx%.198.0/24, and
xxx.xxx.199.0/24. Our task was to gather as much information as possible about
the devices within these subnets, including details such as the operating system,
device names, and other relevant information.

To accomplish this, we researched and identified three powerful tools for
asset identification: Nmap, Maltego, and Lansweeper. These tools are known for
their effectiveness in providing comprehensive insights into the characteristics
of networked devices. Subsequently, we initiated scans on the specified subnets
using the most aggressive and powerful scanning capabilities offered by these
tools.

The gathered information encompassed critical details such as the operat-
ing systems employed, device names, MAC addresses, and running services on
each device. Once the data was documented, we meticulously sorted and filtered
the IPs to focus exclusively on those related to the USCA Operation Centre,
following the specific instructions provided by our project owner. This refined
inventory ensured that our subsequent phases would be targeted and aligned
with the assets directly relevant to the operations center, facilitating a more
focused and efficient security assessment.

In the vulnerability assessment phase, following the finalization of the IP list
associated with the USCA Operation Centre, we conducted research to identify
the most effective vulnerability scanning tools. Opting for a comprehensive app-
roach, we selected three tools: OpenVAS, Nexpose, and Nexus. It’s noteworthy
that we utilized the professional version of Nexus, provided by our university
specifically for this research.

Proceeding with the chosen tools, we initiated the vulnerability scanning
process by inputting the identified IPs. The scanning approach adopted was the
most aggressive setting available in these tools to ensure a thorough examination.
Upon completion of the scans, our next step involved meticulously documenting
the vulnerabilities detected by these tools. This documentation served as a foun-
dational step in understanding and addressing the identified vulnerabilities in
the USCA Operation Centre’s network. Also using our expertise, we did manual
testing to uncover vulnerabilities that were not discovered by the vulnerability
scanner.
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4.2 Risk Assessment

After concluding the vulnerability assessment, the subsequent phase involved a
comprehensive risk assessment utilizing the Factor Analysis of Information Risk
(FAIR) methodology. The FAIR process unfolds in the following step.

Assets Identification and Threat Scenarios: We listed and identified assets
affected by vulnerabilities, such as servers, databases, applications, or critical
systems. For each vulnerability, determine potential threat scenarios by exploring
various ways attackers could exploit vulnerabilities and compromise identified
assets.

Vulnerability Severity: We assessed the severity of each vulnerability based
on findings from Nexpose, Nessus, and OpenVAS. Consider factors like Ease of
Exploitation, Scope of Impact, Ease of Detection, Availability Impact, Mitiga-
tion Difficulty, and Existence of Public Exploits. Assign a score out of 10 for
each factor and calculate an overall score.

Examples of Factors

— Ease of Exploitation: Refers to how straightforward it is for an attacker to
exploit a vulnerability.

— Scope of Impact: Assesses the potential reach or extent of consequences result-
ing from vulnerability exploitation.

— Ease of Detection: Evaluates how easily security professionals can identify
vulnerability exploitation.

— Availability Impact: Assesses potential harm to system or service availability
if a vulnerability is exploited.

— Mitigation Difficulty: Evaluate how challenging it is to apply effective coun-
termeasures to address vulnerability.

— Existence of Public Exploits: Considers whether attackers can readily access
tools or techniques to exploit the vulnerability.

Threat Capability and Calculating Risk: Again assigning a score out of
10, we evaluated the capabilities of potential threat actors who might exploit
vulnerabilities, considering skill level, resources, and motivations. Utilize the
formula Risk=(Vulnerability Severityx Threat Capability) to calculate the risk
score for each vulnerability. This quantitative measure provides insights into the
potential impact and likelihood of exploitation.

Prioritize Risks: We rank the calculated risks from the previous phase to
prioritize mitigation efforts. Focus on addressing vulnerabilities with higher cal-
culated risks first, ensuring a strategic allocation of resources to address the most
critical security concerns.

This systematic FAIR methodology allows for a comprehensive understand-
ing of the risk landscape associated with vulnerabilities. By factoring in asset
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identification, potential threat scenarios, vulnerability severity, and threat capa-
bility, organizations gain actionable insights to prioritize and implement effective
risk mitigation strategies.

4.3 Feasibility Study and Effectiveness Evaluation

In the Feasibility Study and Effectiveness Evaluation phase, collaboration with
the Technology Services Department (TSD) was paramount. We engaged in a
detailed explanation of identified vulnerabilities, providing insights into the best
mitigation strategies. Once a consensus was reached and we were confident in the
chosen mitigation strategy, TSD took charge of the implementation. After the
security measures were successfully implemented, we conducted thorough test-
ing to ascertain their effectiveness. This involved a comprehensive vulnerability
assessment utilizing both automated tools and manual testing methodologies
used earlier. The objective was to ensure that the identified issues were not only
addressed but also effectively resolved, validating the robustness of the imple-
mented security measures. This collaborative and iterative approach aimed to
enhance the overall cybersecurity posture of the USCA network.

5 Findings and Results

5.1 Asset Identification

Upon scanning with Nmap, Lansweeper, and Maltego, we obtained details of the
assets. We then sorted out the IPs related to the operation centre as specified by
the Project Owner. The IPs related to the operation center are: xxx.xxx.185.10,
xxx.xxX.188.11, xxx.xxx.186.9, xxx.xxx.185.3, xxx.Xxx%%.185.26, xxx.Xxxx.186.109,
xxx.xxx.198.4, xxx.xxx.186.205, xxx.xxx.178.126, xxxX.Xx%xx.179.252, XXX.XXX.
185.7, xxx.xxx.185.157, =xxx.xxx.185.160, xxx.xxx.185.163, =xxx.Xx%xx.185.17,
xxx.xxx.185.179, xxx.xxx.185.18, xxx.xxx.185.182, xxx.xx%.185.198, XXX.XXX.
185.5, xxx.xxx.185.78, xxx.xxx.185.82, xxx.xxx.185.87, and xxx.xxx.185.9. These
IPs are associated with the operation centre, and we gathered details such as
device names, MAC addresses, device types, and running OS for each. This tar-
geted approach enhances our understanding of the assets within the operation
centre, ensuring a more effective vulnerability assessment and mitigation strat-
egy (Table1 and Fig. 1).

5.2 Vulnerability Assessment

Commencing the vulnerability assessment, we utilized tools like Nexpose, Nessus,
and OpenVAS, complemented by manual penetration testing to uncover vulnera-
bilities potentially missed by automated scans. Post-assessment, the focus shifted
to vulnerabilities of high and medium severity. The identified vulnerabilities and
their impacted assets include:
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Table 1. USCA’s Operation Centre IPs

IP Address Vendor OS Open Ports
xxx.xxx.185.10 | Linux Linux 3.2-4.9 22, 80, 443, 4444
xxx.xxx.188.11 | Linux Linux 3.2-4.9 22, 80, 443, 4444
xxX.xxx.186.9 Linux Linux 3.2-4.9 80, 1935, 5959
XXX.XxX.185.3 — Brother DCP-8065D printer 80

XXX.XXX.185.26 | — - NA
xxx.xx%x.186.109 | Linux Linux 3.2-4.9 22, 80, 443, 4444
XXX.xxx.198.4 Linux Linux 3.2-4.9 22, 80, 443, 4444
xxxX.xxx.186.205 | Linux Linux 3.2-4.9 22, 80, 443, 4444
xxx.xxx.178.126 | - Brother MFC-8460N 80

XXX.XXX.179.252 | — - NA

xxX.Xxx.185.7 - Brother HL-2270DW 80
xxX.xxx.185.157 | Linux Linux 3.10-4.11 443
xxx.xx%.185.160 | Microsoft | Microsoft Windows Server 2019 | 135, 139, 445, 3389
xxx.xxx.185.163 | Linux Linux 3.10-4.11 443
xxx.xx%x.185.17 | Linux Linux 2.6 13-2.6 32 80, 443
xxx.xxX.185.179 | Microsoft | Microsoft Windows Server 2019 | 135, 139, 445, 3389
xxx.xxxX.185.18 | Linux Linux 2.6 13-2.6 32 80, 443
xxx.xxX.185.182 | Microsoft | Microsoft Windows 10 1909 135, 139, 445, 3389
xxx.xxX.185.198 | Microsoft | Microsoft Windows Server 2019 | 135, 139, 445, 3389
xxx.xxx.185.5 — Apple AirPort Extreme WAP 80, 3011
xxx.Xxx.185.78 | Linux Linux 2.6.32 22, 80, 443, 10001
xxx.xxxX.185.82 | Linux Linux 2.6.32 22, 80, 443, 10001
xxx.xxX.185.87 | Microsoft | Microsoft Windows 10 1909 135, 139, 445, 3389
XxX.xxx.185.9 Linux Linux 2.6 13-2.6 32 80, 443

80,443

80,3011

80, 1935, 5959
22,80,443, 4444
22,80,443,10001

135, 139, 445, 3389

NA

443

80

Fig. 1. Count of IP Addresses by Open Ports
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1. HTTP Brute Force Logins with Default Credentials. This vulnera-
bility involves attackers attempting to gain unauthorized access to the system
by repeatedly trying different usernames and passwords.

— Impacted Assets: xxx.xxx.178.126, xxx.xxx.185.17, xxx.xxx.185.18,
xXxxX.xx%.185.9

2. Lack of HTTPS Implementation. The absence of HTTPS implementa-
tion poses a security risk as it leaves communications between users and the
website unencrypted.

— Impacted Assets: xxx.xxx.185.10, =xxx.xxx.188.11, xxx.xx%.186.9,
xxxX.xxx.186.109, xxx.Xx%.198.4, XxXxX.xx%.186.205, xxX.xxx.178.126,
XXX.XxxX.185.17, xxx.xxx.185.18, xxx.xxx.185.5, xxxX.X%x%.185.9

3. SSL/TLS: Renegotiation Dos Vulnerability /deprecated TLS V1.0
and TLS V1.1 Protocol Detection. This vulnerability pertains to weak-
nesses in SSL/TLS protocols, potentially leading to Denial of Service (DoS)
attacks.

— Impacted Assets: xxx.xxx.185.10, xxx.xxx.188.11, xxx.xxx.186.9,
xxx.xxx%.186.109, xxxX.xxX.198.4, xxx.Xxx%.186.205, xxx.xxX.185.160,
xxx.xxx.185.179,  xxx.xxx.185.182,  xxx.xxx.185.198,  xxx.xx%X.185.78,
XXX.XxXX.185.82, xxx.xx%.185.87

4. Default or Guessable SNMP Community Names: Public (SNMP-
read-0001). This vulnerability involves using default or easily guessable SNMP
community names, potentially exposing sensitive information.

— Impacted Assets: xxx.xxx.185.26, xxx.xxx.178.126, xxx.xxx.179.252,
xxx.xx%.185.3, xxx.x%%.185.7

5. SNMP Credentials Transmitted in Clear Text (SNMP-Clear Text-
Credential). This vulnerability highlights the risk of transmitting SNMP cre-
dentials in plaintext, making it susceptible to interception.

— Impacted Assets: xxx.xxx.185.26, xxx.xxx.178.126, xxx.xxx.179.252
6. SSH Terrapin Prefix Truncation Weakness. This vulnerability involves
a weakness in SSH (Secure Shell) related to Terrapin prefix truncation.

— Impacted Assets: xxx.xxx.185.10, xxx.xxx.186.205, xxx.xxx.188.11,
xxx.xx%.198.4

This meticulous approach to addressing vulnerabilities enhances the precision
of mitigation strategies, fortifying the USCA network’s overall security.
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5.3 Risk Assessment

Our risk assessment relies on the FAIR methodology, a structured approach com-
prising multiple phases to assign a risk score. This score plays a crucial role in
prioritizing vulnerabilities, giving heightened attention to those with higher risk
scores. Additionally, we must conduct thorough research on each vulnerability,
exploring its description, potential impact, and the associated consequences. This
comprehensive analysis ensures that we gain a deep understanding of vulnera-
bilities, facilitating effective prioritization. By grasping the risks thoroughly, we
can plan and implement more effective strategies to safeguard against potential
threats and vulnerabilities.

1. SSL/TLS: Renegotiation DoS Vulnerability /Deprecated TLS V1.0
and TLS V1.1 Protocol Detection

— Threat Scenarios: During Service Disruption, an attacker exploits the
Renegotiation DoS Vulnerability, causing downtime. Coordinated Resource
Exhaustion attacks lead to degraded server performance. In Man-in-the-
Middle Attacks, outdated TLS/SSL protocols risk unauthorized access. SSL
Stripping involves forcing a downgrade, and exposing data in plaintext.

— Vulnerability Severity:

— Ease of Exploitation: 8/10

— Scope of Impact: 7/10

— Ease of Detection: 5/10

— Awailability Impact: 8/10

— Mitigation Difficulty: 6/10

— Euxistence of Public Exploits: 3/10
— Owerall Severity Rating: 6/10

— Threat Capability:
— Score: 6/10

— Risk Score:
e Risk = Vulnerability Severity x Threat Capability
e Score: 36

Lack of HTTPS

N

— Threat Scenarios: In Man-in-the-Middle Attacks, intercepting unencrypted
communication risks unauthorized access to sensitive data. Data Tampering
involves maliciously modifying unencrypted data, risking misinformation. Ses-
sion Hijacking captures unencrypted session tokens, allowing unauthorized
access. Eavesdropping on Confidential Information exposes sensitive data.
Phishing Attacks use deceptive websites to capture user information, leading
to potential identity theft or credential compromise.
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Vulnerability Severity:

Ease of Exploitation: 5/10

Scope of Impact: 8/10

Ease of Detection: 6/10
Awvailability Impact: 4/10
Mitigation Difficulty: 3/10
Ezistence of Public Exploits: 5/10
Overall Severity Rating: 5/10

Threat Capability:
Score: 3/10
Risk Score:

Risk = Vulnerability Severity x Threat Capability
Score: 15

Default or Guessable SNMP Community Names: Public

Threat Scenarios: In Unauthorized Access to SNMP Devices, attackers use
default or commonly guessed SNMP community names, resulting in unre-
stricted access, potential retrieval of sensitive information, and device con-
figuration modification. Device Configuration Tampering involves exploit-
ing default community strings to alter SNMP-enabled device configurations,
leading to service disruptions, unauthorized access, or compromised device
integrity. Information Disclosure occurs when attackers leverage default
SNMP community names to extract sensitive information, leading to the
unauthorized disclosure of device details or network topology.

Vulnerability Severity:

e FEase of Ezploitation: 8/10
Scope of Impact: 9/10
Ease of Detection: 5/10
Awailability Impact: 7/10
Mitigation Difficulty: 6/10
Ezistence of Public Exploits: 8/10
Overall Severity Rating: 7.2/10

Threat Capability:
Score: 6/10
Risk Score:

Risk = Vulnerability Severity x Threat Capability
Score: 43.2
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SNMP Credentials Transmitted in Cleartext

— Threat Scenarios: During Network Sniffing, attackers eavesdrop on net-
work traffic to capture SNMP credentials transmitted in cleartext, result-
ing in unauthorized access to SNMP-enabled devices and potential unautho-
rized configuration changes or information disclosure. Credential Intercep-
tion involves malicious actors intercepting SNMP traffic containing cleartext
credentials, compromising network security. In Man-in-the-Middle Attacks,
attackers position themselves between the SNMP manager and agent to inter-
cept cleartext credentials, leading to unauthorized access, device manipu-
lation, or unauthorized information retrieval from SNMP-enabled devices.
The use of Credential Sniffing Tools by attackers allows them to capture
SNMP credentials transmitted in cleartext, potentially leading to unautho-
rized access, service disruptions, unauthorized configuration changes, or infor-
mation disclosure.

Vulnerability Severity:

— Ease of Exploitation: 6/10

— Scope of Impact: 8/10

— Ease of Detection: 4/10

— Awailability Impact: 5/10

— Mitigation Difficulty: 7/10

— FEzistence of Public Exploits: 6/10
— Owerall Severity Rating: 6/10

— Threat Capability:
e Score: 5/10

— Risk Score:

— Risk = Vulnerability Severity x Threat Capability
— Score: 30

HTTP Brute Force Logins with Default Credentials

— Threat Scenarios:In Unauthorized Actions by Attackers, successful brute
force login allows attackers to perform unauthorized actions within the web
application, compromising data integrity and introducing malicious content.
Credential Guessing Attacks involve attackers launching brute force attacks
against HTTP login pages using default credentials, leading to unautho-
rized access to web applications or services and potentially resulting in data
breaches or unauthorized action.

— Vulnerability Severity:

— Ease of Exploitation: 7/10
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— Scope of Impact: 8/10

— Ease of Detection: 5/10

— Availability Impact: 3/10

— Mitigation Difficulty: 6/10

— Euxistence of Public Exploits: 8/10
— Quwerall Severity Rating: 6/10

— Threat Capability:
— Score: 8/10
— Risk Score:

— Risk = Vulnerability Severity x Threat Capability
— Score: 48

SSH Terrapin Prefix Truncation Weakness

— Threat Scenarios: In a Man-in-the-Middle Attack, the attacker exploits the
Terrapin Prefix Truncation Weakness to manipulate SSH connections, lead-
ing to the interception and potential alteration of transmitted data between
the client and server. Unauthorized Access occurs when an adversary takes
advantage of the vulnerability to truncate prefixes in SSH traffic, attempt-
ing unauthorized access to a system by exploiting weakened cryptographic
protections. Additionally, Data Manipulation ensues as the vulnerability is
exploited to modify the content of SSH traffic, allowing attackers to manip-
ulate commands or data transmitted between the client and server.

— Vulnerability Severity:

— Ease of Exploitation: 7/10

— Scope of Impact: 8/10

— Ease of Detection: 5/10

— Availability Impact: 7/10

— Mitigation Difficulty: 6/10

— FEzistence of Public Exploits: 6/10
— Owerall Severity Rating: 6.5/10

Threat Capability:
— Score: 7/10
— Risk Score:

— Risk = Vulnerability Severity x Threat Capability
— Score: 45.5
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5.4 Mitigation Measures

SSL/TLS: Renegotiation Dos Vulnerability /Deprecated TLS V1.0 and
TLS V1.1 Protocol

— Firstly, we prioritize updating our software regularly, focusing on the
SSL/TLS library and server software to address any known vulnerabilities,
such as the renegotiation DoS vulnerability. Additionally, we optimize our
SSL/TLS configuration settings to minimize the impact of renegotiation. This
involves considering options to limit its frequency or even disabling renegoti-
ation based on the specific server software in use. In cases where uncertainty
or assistance is needed, we recommend reaching out to the vendor or support
community associated with the server software for guidance on configurations
and updates.

Lack of HTTPS

— We'’ve installed a valid SSL/TLS certificate for robust HTTPS encryption,
ensuring the confidentiality and integrity of transmitted data. All resource
references, both internal and external, have been updated to exclusively use
HTTPS. Additionally, we’ve configured automatic redirection of HT'TP traf-
fic to the secure HTTPS version, activated HSTS for enhanced security, and
established a well-protected environment for secure user-system communica-
tion.

Default or Guessable SNMP Community Names: Public

— Firstly, we’ve strengthened security by changing the SNMP community string
from the default “public” to a resilient, non-guessable value, heightening pro-
tection against unauthorized access. Additionally, to fortify security, we’ve
embraced strong authentication mechanisms, particularly SNMPv3, which
supports secure authentication and encryption, providing an advanced layer
of protection for SNMP communications. To exercise greater control, we’ve
configured access control lists (ACLSs) to restrict SNMP access solely to autho-
rized TP addresses or specific network ranges. As a proactive step, we conduct
regular audits of SNMP configurations, enabling the detection and rectifica-
tion of any instances of default or weak community strings.

HTTP Brute Force Logins with Default Credentials

— Firstly, we’ve proactively replaced default credentials for all systems and
applications with strong, unique passwords. This foundational step signif-
icantly reduces the risk associated with default login information, fortify-
ing our security stance. Additionally, to mitigate the impact of brute force
attacks, we’ve enforced account lockout policies, limiting the number of failed
login attempts and enhancing security by temporarily locking out accounts
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displaying suspicious activity. Furthermore, we’ve introduced Multi-Factor
Authentication (MFA) to add an extra layer of security, requiring users to
provide multiple forms of verification for authentication.

SNMP Credentials Transmitted in Cleartext

— To enhance the security of our SNMP (Simple Network Management Proto-
col) implementation, we’ve adopted SNMPv3, which offers secure transmis-
sion through encryption and authentication mechanisms. Specifically, we’ve
configured SNMPv3 with robust authentication protocols to ensure the confi-
dentiality and integrity of transmitted credentials. In addition, access control
lists (ACLSs) have been employed to restrict SNMP access solely to authorized
devices, minimizing the risk of unauthorized interception.

SSH Terrapin Prefix Truncation Weakness

— To enhance SSH server security, we’ve upgraded our software to patch against
the Terrapin vulnerability. Additionally, we’'ve temporarily disabled vulnera-
ble key exchange algorithms, like ChaCha20-Poly1305, and reached out to the
vendor for guidance on specific configurations and updates. These proactive
steps ensure a more secure SSH server environment. Additionally, to address
any uncertainties or seek assistance in this process, we’ve proactively reached
out to the vendor or support community associated with our server software
(Fig.2).

SSH Terrapin Prefix Truncation Weakness
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Fig. 2. Risk Score of Vulnerabilities



Exploring ICS/SCADA Network Vulnerabilities 231

6 Conclusion

6.1 Summary of Findings

This research has meticulously identified and examined significant security vul-
nerabilities within various network protocols, providing insights into the poten-
tial threats and risks associated with these weaknesses. Notably, the SSL/TLS
renegotiation vulnerability presents a substantial risk of service disruption and
resource exhaustion, while the absence of HT'TPS implementation exposes users
to diverse attacks like man-in-the-middle and session hijacking. Additionally, vul-
nerabilities stemming from default or easily guessed SNMP community names
and the cleartext transmission of SNMP credentials may result in unauthorized
access and information disclosure. The study also delves into the risks linked
to HTTP brute force logins and the SSH Terrapin Prefix Truncation Weakness,
emphasizing the possibilities of unauthorized actions and data manipulation.

It is crucial to highlight the significance of manual penetration testing, as
demonstrated in the discovery of the default password vulnerability, which was
identified through manual testing rather than automated vulnerability scanners.
This underscores the importance of human intervention in uncovering nuanced
vulnerabilities that automated tools might overlook. This emphasizes the sig-
nificance of having a responsible disclosure program because penetration testers
worldwide, each possessing diverse expertise and perspectives, can identify vul-
nerabilities within the system.

Furthermore, regular assessments using scanners such as Nexpose, Nessus,
and OpenVAS are imperative. This approach ensures continuous monitoring
and vulnerability identification, especially in educational institutions like USCA,
where maintaining a secure environment is of utmost importance.

Also the incorporation of both CIS (Center for Internet Security) and FAIR
(Factor Analysis of Information Risk) methodologies greatly benefited this
project’s risk assessment. CIS provided a structured approach for implement-
ing security controls, ensuring comprehensive vulnerability management. Mean-
while, FAIR’s systematic risk scoring process offered a quantitative way to assess
and prioritize risks, leading to a nuanced understanding of potential impacts.
The synergy between these methodologies resulted in a robust risk assessment
framework, identifying critical vulnerabilities and facilitating the development
of effective mitigation strategies. This integrated approach enhanced the overall
resilience and security of the network environment.

6.2 Limitations

1. Scope of Manual Human Pen-testing: Another limitation stems from
the reliance on manual human penetration testing. The effectiveness of man-
ual testing is subject to the expertise of the researcher conducting the assess-
ments. The research acknowledges the variability in the skill levels of different
researchers, with some being advanced penetration testers and others having
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varying levels of expertise. This introduces a potential limitation in the thor-
oughness and accuracy of manually identified vulnerabilities. The diversity
in skill levels among researchers may impact the comprehensiveness of the
vulnerability assessment [9,10].

2. Limited Vulnerability Scanners: One notable limitation of this research
lies in the use of only three automated vulnerability scanners-Nexpose, Nes-
sus, and OpenVAS. While these scanners are reputable and widely used, there
are several other prominent tools in the market, such as Qualys and Acunetix,
which were not included in this study. The exclusion of these alternative scan-
ners may result in a potential oversight of vulnerabilities that they might have
been more adept at identifying. The findings may not represent the full spec-
trum of vulnerabilities present in the systems under investigation [9,10].

3. Dynamic Nature of Cybersecurity: The rapidly evolving landscape of
cybersecurity poses an inherent limitation to any research in this domain.
The vulnerabilities identified and discussed in this study are based on the
state of technology up to the knowledge cutoff date. New vulnerabilities may
emerge after this date, rendering the research susceptible to being outdated.
The dynamic nature of cyber threats emphasizes the need for continuous
monitoring and updates to stay abreast of the latest vulnerabilities [11,12],
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Abstract. Biometric data is personal information, which leads to the psycholog-
ical resistance of the user. Using biometric-based FIDO authentication eliminates
the risk of biometric data leakage outside the local device. However, the risk of
biometric data leakage remains because presenting biometric data to the device
is necessary at the time of authentication. As a solution to this problem, we pro-
pose Human Parameterized Locality Sensitive Hash (HPLSH), which enables user
authentication without revealing biometric data by using biometric data not as data
but as a “medium for transforming data.” This concept aims to generate authenti-
cation information by transforming a seed through the human body so that the user
can be identified without revealing biometric data. As a concrete design of HPLSH,
we used the keyboard and the user’s response to EMS. The user wears an EMS-
generating device on the forearm, and when electrical stimulation is administered
to the forearm from the EMS-generating device, the user’s fingers involuntarily
move to interact with the keyboard and generate authentication information. In
this paper, we discuss the concept of HPLSH and its implementation. We examine
the feasibility of the proposed method through a preliminary user experiment.

Keywords: Biometric Recognition - HPLSH (Human Parameterized Locality
Sensitive Hash) - EMS (Electrical Muscle Stimulation) - FIDO

1 Introduction

An effective method for password-less authentication involves combining FIDO authen-
tication [ 1] with biometrics, (termed “FIDO biometrics” in this study). This method uses
the local device’s private key activated by biometrics to authenticate the device against
the server through public-key cryptography. In the case of FIDO biometrics, biometric
information is exclusively stored on the device, minimizing the risk of leakage from the
communication path between the device (client) and the server or from the authentica-
tion server. Encrypting and storing biometric information on the local device (or storing
the raw biometric information in a secure area on the local device) further reduces the
risk of biometric theft. However, it is important to note that as biometric recognition
requires users to present information to a biometric sensor, there remains a potential risk
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of biometric information theft during the recognition process. Many types of biometric
data are exposed on the body and can be observed by an attacker. Even under-the-skin
biometric information can be compromised by an attacker who illegally installs bio-
metric sensors around the user. Therefore, the use of observable/measurable biometric
information induces psychological resistance among users.

To address this issue, encrypting and storing biometric information locally on the
device is not sufficient. In addition to this, there is a need for an authentication method
that eliminates the necessity of presenting biometric information on the device. The
requirements for such a method are as follows:

e (Non-exposure requirement) Biometric recognition can be performed without ever
exposing the biometric data.

In this study, we propose a method to meet the non-exposure requirement by using
biometric information as a “data-transforming medium” rather than treating it as data.
Specifically, we formulate human parameterized locality sensitive hash (HPLSH) with
an input-output relationship changes that varies depending on the biometric information
“b.” We generate registration information, denotes as v, by inputting a seed “s” into
the HPLSH. During authentication, the same seed is used in the HPLSH to generate the
authentication information “v,” and authentication succeeds if “vI” = “v.”

The HPLSH transforms the seed “s” into a specific value through the human body,
enabling the verification of identity based on its similarity while concealing biometric
data (though mathematical one-way-ness, or irreversibility, as in encryption cannot be
guaranteed). The seed “s” corresponding to the input of HPLSH is essentially a random
number, and the data observed is the result of transmitting the seed (random number)
through the human body.

Since the input-output relationship of HPLSH is contingent on the human body,
obtaining the same hash value is not possible even when providing the same seed to
different users. Due to body condition, environmental condition and measurement errors,
there may be slight variations in biometric data within users. However, the hash values
will align if the change in biometric data falls within a threshold value.

In this case, we used the keyboard and the user’s response to electrical muscle stim-
ulation (EMS) to implement HPLSH. The user wears an EMS-generating device on the
forearm, and when electrical stimulation is administered to the forearm from the EMS-
generating device, the user’s fingers involuntarily move to interact with the keyboard.
The user’s forearm muscle (muscle composition) corresponds to “b,” the electrical stim-
ulus corresponds to “s,” and the keyboard keystroke information corresponds to “v.” The
characteristics of the EMS-type HPLSH are as follows:

e Reverse engineer the forearm muscle “b” or the electrical stimulus “s” from the
keystroke information “v” poses a significant challenge. (However, the guarantee of
cryptographic one-way-ness remains uncertain.)

e Even for the same user, a slight alteration in the state of forearm muscle “b” will
result in a slight adjustment in finger movement. Similarly, depending on the wear-

ing condition of the EMS device, the position of the electrical stimulation “s” may
undergo slight variations, affecting hand movements even for the same user. However,
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the keystroke information “v” remains consistent as long as these changes in finger
movements fall within the range where the keys to be typed remain unchanged.

e Different users possess different forearm muscle compositions “b,” leading to
different keystroke information “v,” even when the electrical stimulus “s” is identical.

e Increasing the number of pulses in the electrical stimulus “s” corresponds to an
augmentation in the string length of the keystroke information “v.” Theoretically,

this enables the generation of a keystroke “v” with more entropy than humans can
store.

Section 2 introduces related research, and Sect. 3 presents the approach to solving
the problems of current biometric systems, describing the proposed method. Section 4
details an implementation of the proposal method with FIDO biometric authentication.
In Sect. 5, we demonstrate that finger movements under electrical stimulation vary
from person to person and evaluate the feasibility of generating keystroke information.
Section 6 is some further discussions of the proposed method, and Sect. 7 summarizes
the study.

2 Related Work

2.1 Password-Less Authentication

Remote logins are required for users to access the Internet services. Because password
authentication, the prevailing method until now, possess numerous issues in terms of both
security and convenience, the momentum for password-less authentication is rapidly
increasing [2].

Remote Biometric Recognition. Biometric recognition stands as an alternative method
to password authentication, offering the advantages of not requiring keyboard operations
and being immune to the risk of being forgotten, lost, or stolen. Itis widely used in various
situations. However, the biometric data used in biometric recognition is traceable [3]
due to its “lifelong immutability and irreplaceability,” and faces challenges related to
spoofing [4]. Therefore, it is not enough to simply shift from the conventional client-
server password authentication to biometric recognition (remote biometric recognition).

Template protection technology [5] offers a partial solution to this problem.
Template-protected biometrics, used together with techniques for biometric matching in
the encrypted form, can safeguard the biometric information stored on the server through
encryption. However, the management of encryption keys for biometric encryption
remains a challenging issue.

FIDO Authentication. Fast identity online (FIDO) authentication [1] and its combina-
tional use of biometrics (FIDO biometrics) are gaining attention as methods to address
the problems associated with remote biometrics. FIDO authentication is a framework for
device authentication against servers based on public-key cryptography, wherein a pub-
lic key is stored on the server, and a private key is kept on the user’s local device. FIDO
biometrics uses biometrics to activate the private key within the device (see Fig. 1). Bio-
metric information (and secret keys) stored in secure areas within the device, such as the
TEE [6], cannot be extracted from the device. Since biometric recognition is not involved
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in device authentication, there is no need to register biometric information on the server,

and biometric information is not leaked from the server or from the communication path
between the device (client) and server.

TEE(Trusted Execution Environment)

Authentication > - Authentication
Challenge ”| Encryption Module »  Response
c Secret Key » r = Egs(c) r
Ks Activate
Encryption Module
Biometric > Biometric Recognition
Data Biometric Module
b Data Template > bT=2b
bT

Fig. 1. Overview of activation of private keys in FIDO biometrics

However, the user must present his/her biometric data to the device when activating
the secret key. Because presenting biometric data to a biometric sensor is required,
there is still a risk of biometric data being stolen. In general, biometric data exposed on
the user’s body are used for the conventional biometric recognition and can, therefore,
be observed by an attacker. With the advancement of sophisticated cameras, capturing
high-resolution images of the iris and fingerprints from a distance has become possible.
There have been reported instances where attackers duplicated artificial fingers from
such photographs, successfully impersonating the target [7]. Even for under the skin
biometric data, attackers can phish for biometric data by illegally placing biometric
sensors around the user or by setting up a dummy website posing as a cloud service,
tricking users into logging in based on biometric recognition. This induces psychological
resistance to the use of observable biometric data.

PBI. Takahashi et al. developed a Fuzzy Signature [8], which can directly use biometric
information as a secret key for public-key cryptography. They constructed a public
biometric infrastructure (PBI) using a Fuzzy Signature, serving as a realization of public
key infrastructure (PKI) based on biometric information. Also, PBI can be viewed as
a scheme in which the secret key of FIDO biometrics is substituted with biometric
information.

In PBI, biometric information (private key) and public keys are directly linked, and
public-key cryptography ensures that the risk of biometric information leakage from
the public key registered on the server and the communication path between the device
and server is sufficiently minimized. However, presenting one’s biometric data to the
device during authentication remains an issue, as long as biometric data used in PBI are
observable.
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2.2 EMS

Electrical muscle stimulation (EMS) [9] is a technique primarily used in medical
rehabilitation to induce involuntary muscle movements in response to electrical stimuli.

Electric Auth. Chen et al. exploited the variations in involuntary movements induced
by EMS, attributed to differences in muscle composition between users, to develop a
biometric recognition method called “ElectricAuth” [10]. During registration, the user’s
forearm was subjected to n types of electrical stimuli, and the motion of the fingertips
(acceleration and twisting) in response to each electrical stimulus was recorded. During
authentication, an electrical stimulus is randomly selected from the n types of stimuli
and applied to the user, and authentication is based on whether the fingertip movements
match those recorded during registration.

ElectricAuth is a biometric recognition method that takes advantage of the fact that
different users respond differently to the same electrical stimulus. Since the response
to electrical stimulation is involuntary, imitating the biometric response to electrical
stimulation is challenging, even if someone else attempts to impersonate the user. Elec-
tricAuth uses biometric data as “authentication data”, in which the similarity of the
biometric data is checked directly. It is different from using biometric data as a “medium
that transforming seeds into specific values”, in which the similarity in how the seeds
were transformed is checked.

BioSync. Nishida et al. developed “BioSync” [11], facilitating the synchronization of
muscle activity with others to support the mutual sharing of kinesthetic experiences. The
sender’s muscle activity measured by an electromyography (EMG) meter attached to the
sender’s forearm was conveyed to the receiver by applying electrical stimulation through
an EMS device attached to the receiver’s forearm. Because the body’s muscle compo-
sition differs among users, calibration between the sender and receiver is necessary for
accurate synchronization of muscle activity.

Mutual sharing of body motion sensations is also effective in medical rehabilitation.
Takigawa et al. applied a similar system to neurorehabilitation therapy, inducing the
paralyzed hand of a hemiplegic patient to hold a grasping posture symmetrical to that
of the non-paralyzed hand [12]. Here, the non-paralyzed hand of the same user acts as
the sender, and the paralyzed hand serves as the receiver.

Possessed Hand. Tamaki et al. developed the “Possessed Hand” [13], which uses electri-
cal stimulation to externally control the user’s hand and finger movements. Attaching an
EMS device to the user’s forearm and controlling the applied electrical stimulation allow
the user’s fingers to be forced into the desired postures. By applying this mechanism, it
will be possible to install the body manipulations of others onto one’s own body [14].
Since the body’s muscle composition differs among users, accurate body manipulation
requires calibration for each user.
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3 Human Parameterized Locality Sensitive Hash

3.1 Issues with the Current Biometric System

As described in Sect. 2.1, to realize password-less authentication that is both convenient
and secure, it necessitates an authentication method eliminating the need to present
biometric information on a local device. Again, the requirements are as follows:

(Non-exposure requirement): Biometric recognition can be performed without ever
exposing the biometric data.

3.2 Approach to Solving the Problem: HPLSH

This study proposes a method to fulfill the non-exposure requirement by using biometric
information as a “data-transforming medium” rather than treating it as data. Specifically,
we expand on the concept of locality sensitive hash (LSH) [15] to create a human param-
eterized locality sensitive hash (HPLSH), where the input-output relationship varies
depending on biometric information.

The structure of HPLSH is outlined below:

e b: Biometric data; a parameter determining the input-output relationship of HPLSH.
The biometric data for the same person may vary slightly each time itis acquired due to
body condition, environmental condition, and measurement error. Let “pT» represent
the biometric data at registration (template) and “b” denote biometric information
at authentication. If the person is the correct match, we expect bT — bl<6),, where
“0p” serves as the threshold for biometric information, representing the upper limit
of fluctuation within the same person.

s: Seed; the input of HPLSH.

v: Hash value; the output of HPLSH.

HPLSH: Human Parameterized Locality Sensitive Hash; Given a biometric data
“b” and a seed “s,” it produces the output “v.” v = HPLSHy(s). HPLSH;r(s) =
HPLSHy(s) if and only if IbT — bl < 6. Otherwise, HPLSH,r(s) # HPLSHy(s).

[TEsT)

HPLSH converts the seed ““s” into a hash value “v” through the human body (using
biometric data “b”’) and observes it, allowing for identity verification through the similar-
ity of the hash value “v” while concealing the biometric data “b” (although mathematical
one-way-ness as in encryption cannot be guaranteed). Let vI = HPLSH;r (s) represent
the hash value for biometric “b™” and seed “s” during registration, and v = HPLSHy(s)
for biometric “b” and seed “s” during authentication. vI = v holds only when [bT — bl
< 6p.

The information observed and used for authentication is “v,” signifying the outcome
of passing the seed (random number) ““s” through the human body (biometric data “b”).
Thus, HPLSH achieves authentication without exposing biometric data “b” to biometric
Sensor.

The input-output relationship of HPLSH is based on biometric data “b”. Thus,
HPLSH cannot generate the same hash value “v” even when the same seed “s” is provided
to different users, as biometric data “b” is contingent on the individual. Meanwhile, due
to body condition, environmental condition, and measurement error, slight variations in
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biometric “b” each time it is acquired, even for the same user. However, if the change
in biometric “b” falls within the threshold value 6;, the hash value “v” will match. This
satisfies the non-exposure requirement.

3.3 EMS-Type HPLSH

In this specific implementation of HPLSH, we propose a method to observe the invol-
untary muscles response to EMS as keyboard input. The user wears an EMS device on
his/her forearm and positions his/her fingers on the keyboard. It is deemed challenging
to reverse engineer the forearm muscle state “b” or the electrical stimulus “s” from the
keystroke information “v” (however, it is unknown whether cryptographic one-way-
ness or irreversibility can be guaranteed). The configuration of the EMS-type HPLSH
is shown in Fig. 2.

v = HPLSH, (5)

'~
-
Biometric Data

nbu

EMs | e
Device Movement — i

Fig. 2. Configuration of EMS-type HPLSH

Even for the same user, there can be a slight difference between the state of the fore-
arm muscles at registration “b™” and that during authentication “b.” Therefore, the hand
movements can vary slightly even when the same electrical stimulus ““s” is applied. How-
ever, if the change in finger motion is within the range where the key to be pressed remains
unchanged, the keystroke information at registration “v’” and that during authentication
“v” will match. The change in biometric “b”” may result from variations in the forearm
muscles themselves or differences in the measurement environment. In the former case,
slight discrepancies in the state of the forearm muscles between registration and authen-
tication, such as, muscle fatigue, can lead to differences in hand movements. In the latter
case, slight variations in the wearing state of the EMS device between registration and
authentication may cause a slight shift in the location where electrical stimulation is
applied, resulting in difference in hand movement.

As different users possess different forearm muscle compositions “b,” we anticipate
larger changes in hand movements for the same electrical stimulus “s” applied to different
persons. In other words, the alteration in finger movements may lead to striking different
keys and obtaining distinct keystroke information “v.”

Increasing the number of pulses in the electrical stimulus “s” enables an increase in
the number of fingers strikes on the keyboard. Essentially, this extends the length of the
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keystroke “v.” Theoretically, this enables the generation of a “v”’ with more entropy than
humans can store.

In this implementation of the EMS-type HPLSH, only the flexion and extension
movements of the fingers are controlled by an EMS device attached to the forearm.
Therefore, the EMS device cannot move the upper arm, and each finger can always press
the same key. In the future, attaching an EMS device to the upper arm and enabling control
of forearm motion will allow pressing different keys for each finger. Theoretically, this
enables the generation of a “v” with more entropy.

4 Password-Less Authentication Using HPLSH

In this Section, let us consider enhancing FIDO biometrics by combining HPLSH, as a
concrete example of HPLSH implementations. The activation mechanism of the secret
key in the local device of FIDO biometrics (Fig. 1) is implemented using HPLSH. We
describe the registration and authentication flow of the upgraded remote password-less
authentication system (Fig. 3) with the proposed method.

TEE(Trusted Execution Environment)

Authentication - Authentication
Encryption Module
Challenge R _ >  Response
c Secret Key > r = Eg(c) -
Ks Activate
Encryption Module
Keystroke > ]
Information Keystrolfe Comparison Module
v Information vi=2y
Template
vT

Fig. 3. Overview of Activation of Private Key in EMS-type HPLSH

4.1 Registration Procedure

The registration procedure is as follows:

1. The user wears the EMS device on his/her forearm and places his/her fingers on the
keyboard.

. Seed “‘s” are randomly selected.

. Apply electrical stimuli to the forearm via the EMS device based on the seed “s.”

Involuntary movements of the user’s fingers are generated, and the keyboard is keyed.

Keystroke information “v1” is registered in the user’s local device. Additionally, the

seed “‘s,” the position of the EMS device attached on the forearm, and the position of

fingers placed on the keyboard are registered.

TN
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4.2 Authentication Procedure

The authentication procedure is as follows:

1. The user wears the EMS device on his/her forearm and places his/her fingers on the
keyboard, as registered in Step 5 of registration procedure.

2. The EMS device applies electrical stimuli to the user’s forearm based on the seed “s.”

3. Involuntary movements of the user’s fingers are generated, and the keyboard is
pressed.

4. The keystroke information
if there is a match.

“ tL}

h“ T”

is compared wit and the secret key is activated

4.3 Management of Secret Information

The keystroke information “v,” the seed “s,” the position of the EMS device attached
on the forearm, and the posmon of fingers placed on the keyboard are observable to the
attacker. However, it would be challenging to reverse engineer the biometric informa-
tion (forearm muscle status “b”’) from this information (though it is unknown whether
cryptographic one-way-ness can be guaranteed or not). The keystroke “v” is the secret
information used to activate the private key in the local device, and an attacker can use
the observed keystroke “v” to perform a replay attack.

In FIDO authentication, however, user authentication to activate the private key in
the local device can only be conducted when physically face-to-face with the device.
Therefore, for an attacker to observe the keystroke information “v,” they must be phys-
ically close to the legitimate user during authentication. The attacker cannot execute a
remote attack to steal the keystroke template “vT” in the local device, either, as “v1” i
stored in a secure area within the device (TEE). Furthermore, even if the keystroke “v” is
exposed to the attacker, any information corresponding to biometric information is not
contained in “v”, and the legitimate user can freely update it by changing the seed “s.”
For the above reasons, compared to the conventional FIDO biometrics, which 1nV01ves
the risk of biometric leakage, the privacy concern of the enhanced FIDO biometrics with
the proposed method is significantly reduced.

However, the proposed method, which requires an EMS device and keyboard, has a
disadvantage in terms of convenience compared to the conventional FIDO biometrics.
In this regard, we hope that the advancement of EMS-based human body control tech-
nologies will mature enough to use EMS devices without inconvenience and become
sufficiently user-friendly.

5 Preliminary User Experiments

In this section, a preliminary experiment is conducted to verify the feasibility of the
proposed method. The following three objectives are to be verified in this experiment:

113 77

1. Identify electrical stimuli “s” (pairs of electrodes) to move participants’ fingers.
2. Verify the degree to which participants’ fingers can be moved using the identified
electrical stimuli “s.” (Evaluation of the True Acceptance Rate)
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3. Verify the degree to which participants’ fingers will be moved using other participants’
identified electrical stimuli “s.” (Evaluation of the False Acceptance Rate with zero-
effort)

The participants are three male university students (user 1 ~ user 3) in their twenties.
This study was performed by the Declaration of Helsinki and was approved by the
Research Ethics Committee of Shizuoka University in compliance with the Regulations
on Research Involving Human Subjects at Shizuoka University. The methods, hazards,
and benefits of the experiment were explained to the subjects and their consent was
obtained before the experiment.

5.1 Identification of Electrical Stimulation “‘s”

Generally, when controlling the movement of the fingers, multiple electrodes are attached
to the forearm, and two of them are used as the active electrode and the return electrode,
respectively, to apply electrical stimulation to the forearm. The pair of the active electrode
and the return electrode for moving each participant’s finger is identified. There is a
previous study [12] on the identification of the pair of electrodes, and the experiment
was conducted in the same way.

We identified the pair of electrodes that moved the fingers enough to type on the
keyboard when electrical stimulation ““s” was applied. In this experiment, 24 electrodes
were attached to the left arm (Fig. 4). Each electrode was 20 mm wide, 30 mm long,
and 24 mm pitch. Six gel electrodes per row were fixed with a belt. The experiment
employed four belts, which resulted in a total of 24 electrodes placed on the inner side
of the forearm.

The electrical stimulation used was a biphasic pulse with a pulse width of 200
us, a period of 30 ms, and a voltage of 18 V. Figure 4 shows that electrode 1 was
set as the active electrode (red), and electrode 2 was set as return electrode (blue), and
electrical stimulation is applied. Then, electrodes 3 to 24 were set as the return electrode,
respectively, and electrical stimulation was applied. Subsequently, electrode 2 was set as
the active electrode, and the same procedure with each electrode other than electrode 2
set as the return electrode, respectively, was repeated. In this way, electrical stimulation
is applied to all combinations of active electrode and return electrode.

In this experiment, fingers were placed on the keyboard so that the little finger, ring
finger, middle finger, index finger, and thumb came on the keys g/w/e/r/v, respectively.
For example, if the index finger typed on the keyboard (key r was typed) when the
active electrode was electrode 1 and the return electrode was electrode 5, the electrical
stimulation “s” to move the index finger would be identified as “active electrode number:
return electrode number” is “1:5.”

The participants carried out the above identification of the electrode pair twice each.
After the first identification experiment, the electrodes were not removed, and the second
identification experiment was conducted 10 min later.

Table 1 shows the results of the experiment, showing the combinations of electrodes
identified to move each of the five fingers, by participant and by finger, in the form of
“active electrode number: return electrode number.” If more than one pair of electrodes
was found to move a particular finger, up to fifteen pairs are listed in Table 1 for reasons
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Fig. 4. Belt-shaped 24-pad electrodes on left forearm (Color figure online)

of space limitation, and the number of pairs that could not be listed is indicated in
parentheses. (User 1 was able to identify the electrical stimulation *“s” (pair of electrodes)
to move all fingers, but User 2 could not identify the pair of electrodes to move the little
finger, middle finger, and thumb, and User 3 could not identify the pair of electrodes to
move the thumb.).

5.2 User Authentication

In Sect. 5.1, we identified the electrical stimulus “s” (pairs of electrodes) to move each
finger. In this section, we discuss the true acceptance rate between same participants and
the false acceptance rate between different participants (zero-effort impostors), using the
first experimental result of each user as the template and the second result as the query.
In the preliminary stage of the study, we did not apply the electric stimulus “s” registered
in the template to the participants but simulated the user authentication experiment by

comparing the information in Table 1, which was obtained in Sect. 5.1.

True Acceptance Rate. The electrode pair of each finger in the first identification exper-
iment of each participant (user 1 to user 3) was the template, and the electrode pair of
each finger in the second identification experiment of the same participant was the query.
We checked to what extent the pairs of electrodes in the template of each participant
(useri,i= 1,2, 3) matched the pairs of electrodes in the template of the participant (user
3i=12,3,j=1).

For example, for the index finger (key r) in Table 1, user 3’s template contained 15
pairs of patterns (pairs of electrodes) for pressing key r, and the query contained 12 pairs



Electrical Muscle Stimulation System for Automatic Reproduction

245

Table 1. Result of the electric stimulation “s” (pair of electrodes) identification experiment

Finger User
Userl_template | Userl_query | User2_template | User2_query | User3_template | User3_query
Little finger 5:19 5:6 N/A N/A 1:11, 2:11, 3:11, 4:11,
(Key q) 5:21 5:11 4:11, 6:11, 6:17,7:11,
5:22 6:12 7:11, 10:11, 8:11, 10:11,
11:6 11:5 11:1,12:18, 13:11, 14:11,
11:18 17:1, 17:02, 18:10
17:03, 17:04,
17:05, 17:07,
17:08, (+2)
Ring finger 1:17, 1:22, 1:17, 1:24, 2:17,2:23, 1:18, 1:23, 2:16, 5:06, 3:16, 5:06,
(Key w) 1:24, 2:17, 2:23, 3:23, 3:23, 4:17, 2:17, 2:18, 9:07, 11:04, 6:16, 11:03,
2:23, 2:24, 4:17, 5:01, 4:23,5:23, 2:23, 3:23, 11:08, 11:10, 11:04, 11:14,
5:01, 5:08, 5:02, 5:03, 6:17, 6:23, 4:17, 5:23, 11:14, 11:16, 11:16, 11:19,
7:23,7:24, 5:08, 5:20, 7:23, 8:17, 6:17, 6:23, 11:19, 11:20, 11:20, 11:21,
8:23, 10:23, 5:21, 6:05, 8:23,9:17, 7:17,7:18, 11:21, 13:16, 20:16
12:02, 12:03, 6:08, 6:20, 9:18, 9:23, 7:23,8:17, 16:02, 16:06,
12:04, (+7) 10:23, (+ 11) | 10:23, (+27) 8:18, (+41) 16:08, (+22)
Middle finger | 7:17, 8:16, 8:16, 10:16, 2:06, 2:19, 13:6 1:15, 2:15, 1:05, 1:09,
(Key e) 9:16, 11:16, 12:06, 14:16, | 3:06, 4:06, 3:09, 3:15, 2:09, 2:15,
12:18, 13:16, 16:06, 16:23, | 6:10, 12:02, 4:09, 5:03, 3:15, 4:15,
14:16, 15:16, 18:08, 18:11, | 13:06, 14:06, 5:04, 5:08, 5:02, 5:03,
18:08, 18:10, 18:17, 18:19, | 18:02, 18:06, 5:09, 5:12, 5:07, 5:08,
19:17, 21:16, 18:20, 18:21, | 21:06 5:14, 5:15, 5:14, 5:15,
22:09, 23:11, 21:18, 21:24, 5:19, 5:20, 6:09, 6:15,
24:18 22:08, (+5) 6:15, (+29) 21:06, (+ 30)
Index finger 6:7 18:4 N/A N/A 1:10, 2:05, 1:10, 2:05,
(Key r) 10:24 2:10, 3:10, 2:10, 3:10,
4:10, 6:10, 6:10, 6:24,
7:10, 10:02, 8:05, 10:05,
10:03, 10:05, 12:05, 12:10,
10:06, 12:10, 24:03, 24:07,
18:10, 18:11,
24:18
Thumb (Key | 4:17 2:22 N/A N/A N/A N/A
V) 6:10
14:22

of patterns for pressing key r, of which 7 pairs were common patterns. When the results
are interpreted from the perspective of “the pattern of the template of user 3 registered in
the registration phase was applied to user 3 in the authentication phase,” pattern matches
(i.e., the application of electrical stimulation that caused user 3 to press the key r in
the registration phase resulted in the same key presses for user 3 in the authentication
phase) occurred at a rate of 7/15. That is, the true acceptance rate of the user 3 was 7/15.
The true acceptance rates for all participants are shown in the diagonal components of

Table 2.

The results show that the true acceptance rate was not satisfactory in this experiment.
Factors such as fatigue of the participants’ forearms and the fact that the participants’
hand positions inevitably move slightly during the experiment may have affected to this.
Measures are needed to improve the accuracy of authentication (true acceptance rate).
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Table 2. True Acceptance Rate and False Acceptance Rate

Little finger (Key q) | Userl_query | User2_query | User3_query
Userl_template 0/4 0/4 0/4
User2_template N/A N/A N/A
User3_template 0/18 0/18 3/18

Ring finger (Key w) | Userl_query | User2_query | User3_query
Userl_template 8/22 6/22 0/22
User2_template 6/42 31/42 0/42
User3_template 0/37 10/37 7137

Middle finger (Key | Userl_query | User2_query | User3_query
€)

Userl_template 4/15 0/15 1/15
User2_template 0/11 1/11 1/11
User3_template 1/45 1/45 13/44

Index finger (Key r) | Userl_query | User2_query | User3_query
Userl_template 02 0/2 0/2
User2_template N/A N/A N/A
User3_template 0/15 0/15 7115

Thumb (Key v) Userl_query | User2_query | User3_query
Userl_template 0/3 N/A N/A
User2_template N/A N/A N/A
User3_template N/A N/A N/A

False Acceptance Rate. The electrode pair of each finger in the first identification
experiment of each participant (user 1 to user 3) was the template, and the electrode
pair of each finger in the second identification experiment of the different participant
was the query. We checked to what extent the pairs of electrodes in the template of each
participant (user i, i = 1, 2, 3) matched the pairs of electrodes in the template of the
participant (user j,j = 1,2, 3,j #1i).

For example, for the middle finger (key e) in Table 1, user 2’s template contained 11
pairs of patterns (pairs of electrodes) for pressing key e, and user 3’s query contained
45 pairs of patterns for pressing key e, of which only one pair was common pattern.
When the results are interpreted from the perspective of “the pattern of the template of
user 2 registered in the registration phase was applied to user 3 in the authentication
phase,” pattern matches (i.e., the application of electrical stimulation that caused user 2
to press the key e in the registration phase resulted in the same key presses for user 3
in the authentication phase) occurred at a rate of 1/11. That is, the false acceptance rate
of the zero-effort attack for user 3 impersonating user 2 was 1/11. The false acceptance
rates for all participants are shown in the non-diagonal components of Table 2.
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The results show that impersonation is relatively difficult in the proposed method.
However, the experiment carried out here was a simulated experiment and a zero-
effort impersonation. Actual experiments on impersonation with effort should also be
conducted.

6 Discussion

6.1 Challenges of the Proposed Method

As mentioned in Sect. 3.3, in our current implementation of the EMS-type HPLSH, only
the flexion and extension movements of the fingers are controlled by an EMS device
attached to the forearm. In the future, we hope to expand the method so that the EMS
system can allow unrestricted input of all keys to a keyboard. This involves combining
the control of finger movements, achieved by attaching an EMS device to the forearm,
with the control of the forearm, facilitated by attaching an EMS device to the upper
arm. In addition, it is crucial to verify through user experiments to what extent the
body condition “b”, environmental condition, and measurement condition change, the
keystroke information “v”’ remains the same.

As mentioned mainly in Sect. 4.3, the one-way-ness or irreversibility nature of
HPLSH is not confirmed yet. It is necessary to cryptographically verify whether it is
impossible to reverse engineer biometric information “b” or seed ““s” from the keystroke
information “v,” or reverse engineer biometric information “b” from the keystroke
information “v” and seed “s.”

6.2 Application of the Proposed Method

One potential method of information transmission involves direct communication with
a microchip implanted in the brain [16]. With brain-machine interface (BMI), the brain
can send/receive a large amount of data to/from computers via the implanted microchip
rapidly. This means that, however, if malicious data are included, a large amount of
malicious data may flow into the brain via the microchip all at once.

To secure BMI communication via the implanted microchip in the brain, it is nec-
essary to incorporate a “fuse (overcurrent protection)” function into the input device
connected to the implanted microchip. Keyboard inputs using biometric responses via
an EMS can serve as a fused input device.

The data transmission to a receiver with an implanted microchip in the brain and
wearing an EMS device in the arm proceeds as follows:

1. The sender sends the data “d” intended for transmission to the EMS device of the
receiver.

2. The EMS device of the receiver converts the data “d” into an electrical stimulus “s.”

3. The receiver connects a keyboard to the input port of the implanted microchip in
his/her brain.

4. The receiver places his/her hand on the keyboard.

5. The EMS device of the receiver applies the electrical stimulus “s” to the receiver’s
arm.
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6. The receiver types on the keyboard according to the electrical stimulus “s.”

The receiver can semi-automatically type a large amount of data with the assistance
of the EMS device. If the receiver notices himself/herself typing anything suspicious or
unusual while the receiver is typing, he/she can immediately remove his/her hand from
the keyboard to physically stop the keystrokes.

7 Conclusion

Using FIDO and PBI eliminates the need to register biometric information on the server,
thus solving the device (client)-server problem in remote biometric recognition. How-
ever, the problem of presenting biometric data to biometric sensors must be a remaining
issue to be resolved. In this study, we proposed HPLSH in which biometric data is no
used as an input value but as a “data-transforming medium.” HPLSH can test the iden-
tity of a person based on the similarity of their biometric data while hiding it (although
it cannot guarantee mathematical one-way-ness, such as encryption) by converting the
seed into a specific value through the human body and observing it, making it possible to
verify authentication information without ever revealing biometric data. As a concreate
example of our proposal, we implemented EMS-type HPLSH and conducted a basic
experiment.
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